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DC24

What is the challenge?

EOS at CERN is mainly source for T0 data to be distributed, but also source and target 
storage for usual on-site activity - and will also receive detector data during real data-taking 

DC24 is not different than usual activity at CERN, so there is no need for new monitoring to 
understand problems



EOS Disk Service for Physics
eos.web.cern.ch

http://eos.web.cern.ch
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CERN EOS as Data Source for DC24
Artificial Read Test on EOSALICEO2 Summer 2023

EOSALICEO2 Test
Production Instances

EOS Disk should not be a bandwidth bottleneck!
Avg. file transaction rates 100-500Hz (OpenRead) per instance are normal

(production peak 4kHz)

1 TB/s



CERN EOS as Data Source for DC24
• Hardware in LHC instances ages back 0-10 years  

• this won’t be the majority of hardware running in Run-4 (hopefully) - aiming for O2 performance for other 
LHC instances 
 -

Peak Read rates from production instances



Internal EOS Monitoring
Meta-Data and IO prioritisation

• we have a wide range of handles to modify meta-data rates by  
user, group or application tags - low-impact DC24 no MD challange


• we have approximate handles to limit max stream  
bandwidth by user, group or application tags, have IO priorities on each disk,  
direct IO etc … 


• by DC24 we will have a new global io-limit interface in place  
- high-impact DC24 is about bandwidth


• biggest challenge for us is probably to guarantee DC24 share against  
usual activities of ‘others’ …


• this cannot be solved by network configuration because many resources share the same 
infrastructure at CERN



Internal EOS Monitoring
File Creation/Update/Deletion Reports

File Creation/Update Reports allow to distinguish missing activity from slow IO  
and to compute IO efficiency per file access.

In total there are over 70 parameters reported per open/close sequence

Deletion Reports



Internal EOS Monitoring
Meta-Data and IO prioritisation

DC24 Priority

io-limit allows to regulate bandwidths consumed 
by user/group or applications almost in real-time 

with a 10s feedback-loop

ALICE ATLAS CMS LHCB

One knob per instance … 



XRootD Monitoring “Old” & “New”

ATLAS CMS ALICE LHCB PUBLIC

atlas-xrdmon-
collector.cern.ch:9
331 
 
wlcg-xrootd-
shoveler-
atlas.cern.ch:9994

cms-xrdmon-
collector.cern.ch:9
331 

wlcg-xrootd-
shoveler-
cms.cern.ch:9995

aliendb2.cern.ch:99
30  

wlcg-xrootd-
shoveler-
alice.cern.ch:9993 

lhcb-xrdmon-
collector.cern.ch:9
330 
 
wlcg-xrootd-
shoveler-
lhcb.cern.ch:9996

not configured

http://atlas-xrdmon-collector.cern.ch:9331
http://wlcg-xrootd-shoveler-atlas.cern.ch:9994
http://cms-xrdmon-collector.cern.ch:9331
http://wlcg-xrootd-shoveler-cms.cern.ch:9995
http://aliendb2.cern.ch:9930
http://lhcb-xrdmon-collector.cern.ch:9330
http://wlcg-xrootd-shoveler-lhcb.cern.ch:999


Complexity/Effort

Fill-Ins Thankless Tasks

Quick Wins Major Projects

Low Complexity High Complexity

H
igh Value

Low
 Value

Tokens for DC24
are we there yet?

You wish for

How it feels

Value

Token Architecture

Mail Thread 2017 about Token TPC

1st Token FTS Transfer after 6 years



Token Flavours & Protocols

Macaroons SciTokens 
WLCG Token

EOS  
Token

ALICE 
Token

HTTPS XRootD

XRootD

/eos/

2002

20212021
2023

202320212021
2021

2019

EOS Support (CERN Deployment)



Token Support for DC24
Current WLCG Token Issuer configuration in EOS instances at CERN 

ATLAS CMS LHCB PUBLIC ALICE

OSG-Connect 
 
dteam001

OSG-Connect 
 
dteam001

OSG-Connect 

dteam001

OSG-Connect 

dteam001

ALICE Token


aliprod

IAM ATLAS 
 
atlas001

IAM CMS 
 
cmsprod

CILogon

Token Mapfiles for ATLAS/CMS



General Token Issues
- mixture of ZTN and ALICE Token in the same instance currently not working 

because ZTN enforces TLS and ALICE clients do not have CAs configured

- problem in Vienna site

- additionally there are old software versions which don’t support tokens/TLS  

and they have to continue to work 

- requires XRootD server enhancements since old clients cannot be changed 

- XRootD protocol has many more API calls than HTTPS and we will support 
all of them with token authorisation only in upcoming 5.2 EOS releases

- Token support with Tape REST API missing - no specification

- Same for generic API calls - use common sense/pragmatism to map them 

- We have never seen a production benchmark for file open/s using WLCG tokens 
via HTTPS or XRootD ( e.g. we had trouble with TLS in general )

- while we have a good understanding/experience of bandwidth bottlenecks  

and resource competition within experiments



Can we converge token libraries? 
Co-existince is complicating deployment & implementation

SciTokens ALICE 
Token

ALICE plug-in is low-maintance & issue free 
- Token format unchanged since 21 years 
- but  we did 

- Two OpenSSL API Changes 
- Scalability Improvements  

Multithread->Multiprocess

Token targeting Prefix Token targeting File

SciTokens++ “OpenSSL API changes are painful.“



 
Example: SciTokens for ALICE

NGINX Key 
provider

EOS

DM  
Service

SciToken CLI creates token with kHZ
no IAM dependency 
no IAM bottleneck-coupling 
no token lifecycle needed 
simple

CLIENT IAM

A half day of Token R&D  Token=signed URL

 Issuer



A half day of Token R&D  Token=signed URL
- if the IAM model does not scale or is identified as an unfortunate architectural choice,  

data management services (RUCIO) / file cataloges (ALICE/LHCB) might issue JWT token for individual  files 
without any IAM involvement since users are authenticated already to these services,  
these services are trusted and they are actually the source of ACLs (authorization) or the ACL  
arrives embedded in the IAM token of the client 

- this improves security since the scope is reduced to the minimum 
(single file) - there are no tokens circulating which can read/write or delete every GRID file 

- there is no need for complicated token exchange and refresh workflows (no token lifecycle management)  

- model works out of the box by configuring a new token issuer in storage targets  
and provisioning public key service on service side (subdir creation policy to be checked in XRootd/DCache) 

- possible improvement in SciToken library

- library does only know prefixes, cannot scope to a single object (file/container)


- the scope /cms/grid/ allows to create 
/cms/grid/higgs.root 
/cms/grid/dir1/higgs.root/higgs.root 
/cms/gridhiggs.root aso … 



Summary & Outlook 
- we didn’t identify any particular obstacles with EOS@CERN for DC24 or 

external installations

- but work to do be done to homogenise tokens with all protocols in multi-VO  

setups and keep backward compatibility with ‘old clients’ (ZTN vs ALICETK)  

- we will try to use the new io-limit interface during DC24 and make 
sure services are upgraded to the required version at CERN-T0


- propose to run a 1-byte file transfer challenge in 2024 to see bottlenecks  
nobody likes to talk about  

- interested to contribute small improvements to SciToken library to support 
signed URL model & phase-out ALICE token library 

- if IAM token approach fails for DM, there is a low-hanging fruit as fall-back 
architecture which is possibly simpler, more robust, more secure and proven  
to work well since 21 years in production for one LHC experiment
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Thanks for your attention!


