Data Acquisition,
Trigger and Control
(for large Physics Experiments)

Concepts & Principles
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@ Data Acguisition at the LHC

I Data Acquisition enables physics analyses to be performed on
the data produced by the detector. Definitions:
| Trigger System

| Selects in Real Time “interesting” events from the bulk of collisions. - Decides if
YES or NO the event should be read out of the detector and stored

| Data Acquisition System

| Gathers the data produced by the detector and stores it (for positive trigger
decisions)

| Control System
| Provides the overall Operation, Configuration and Monitoring
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@ Trigger, DAQ & Control

- Detector Channels/Front-End Electronics
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@E‘ LHC iIn Numbers

LHC (2009)

Bunch Crossing Rate 40 MHz
Bunch Separation 25 ns
Nr. Electronic Channels ~ 10 000 000
Raw data rate ~1 000 TB/s
Data rate on Tape ~ 100 MB/s
Event size ~1 MB
Rate on Tape 100 Hz
Analysis 10 Hz

(Higgs)
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@ LHC Exp DA

Q (until 2020)

Event Size L1 Rate Bandwidth |Storage Rate| Storage
(MByte) (KHz) (GByte/s) (KHz) (GBytes/s)
25 1 25 0.050 1.250
1 100 100 0.200 0.200
1 100 100 0.200 0.200
0.05 1000 50 5 0.250
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Basic Concepts
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@ Trivial DAQ

External

View

Sensor

Physical

View

Sensor

ADC Card

IS
Logical View
—1ADC | storage
Trigger (periodic)
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@E‘ Trivial DAQ with a real trigger

Sen

Sor

Trigger

l Delay

AD

Start

"[7Discriminator

C

6(% Interrupt

siry

I Whatif atrigger is produced when the

ADC or Processing is busy ?
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"@‘ Trivial DAQ with a real trigger (2)

Sensor

Trigger

/, Discriminator

\ 4 Busy Logic
ADC Start
Proces- CTTTe T set
sin Clear
J Ready
2 I Deadtime (%) - the ratio between the time the
DAQ is busy and the total time

Clara Gaspar, July 2023 11



@E‘ Trivial DAQ with a real trigger (3)

Sensor

! Delay
Start

Trigger

Busy Logic

ADC

Full

FIFO

DataReady
Proces-

sing ]

Buffers: De-randomize data -> decouple data
production from data consumption
-> Better performance
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@E‘ Trivial DAQ INn collider mode

Sensor 1
Beam crossing
. Start —
ADC —
Abort S T
T rigger
] Discriminator
FIFO | Full Busy Logic

Proces-
sing

DataReady

I We know when a collision happens
the TRIGGER is used to “reject” the data

Clara Gaspar, July 2023
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@ LHC timing

p p crossing rate 40 MHz (L=1033- 4x103*cm2 s1)

25ns

40 MHz
Level 1 I:l
< ~ MS —->
100 kHz
Level 2
<~ ~ mIS —_—
1 kHz

Level n

I Level 1 trigger time exceeds bunch interval

memory greater than 25 ns)
I Very high number of channels

I Event overlap & signal pileup (multiple crossings since the detector cell

Clara Gaspar, July 2023
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@ Trivial DAQ in LHC

Sensor v
Beam crossing

Clock
Analog 4 Y
Pipeline Plpellned
Trigger
+ Accept/Reject

ADC
( Busy Logic

| FIFO | Full :

- 7DataReady
Proces-
>nJ I Front-end Pipelines: To wait for the trigger decision

y + transmission delays are longer than beam crossing
storage period
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Less trivial DAQ

N channels N channels N channels
224
ADC I+ [ADC I [ADC Ir- ( Trigger
Proces- Proces- Proces. Some processing
- . i can proceed in
SN SIN SIn

parallel
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@‘ The Real Thing

et
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Trigger
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) Trigger sttem

I The Trigger system detects whether an event Is interesting
or not

I Typical ATLAS
and CMS” event

I 20 collisions may
overlap

I This repeats
every 25 ns

Reconstructed tracks

I AHiggs event with pt > 25 GeV

ILHCb isn't much nicer and in Alice (PbPb) it can be even worse
Clara Gaspar, July 2023 19



@E‘ Trigger Levels

I Since the detector data is not promptly available and the
trigger function is highly complex, it is evaluated by
successive approximations:

| Hardware trigger(s):
| Fast trigger, uses data only from few detectors
| has a limited time budget
| Normally implemented using custom electronics
= [evel 1, Sometimes Level 2

| Software trigger(s):

| Refines the decisions of the hardware trigger by using more
detailed data and more complex algorithms.

| It is usually implemented using processors running a program.
= High Level Triggers (HLT)

Clara Gaspar, July 2023 20



Hardware Trigger

« Calorimeters « Muon systems
- Cluster finding - Track finding
- Energy deposition evaluation - Momentum evaluation
- Coarse-grained wrt. redl ., - Dedicated fast sensors
detector resolution
to save data N u

Clara Gaspar, July 2023 21



C@ Example: LHCb Calorimeter Trigger

I Detect a high
energy in a
small surface

I Don't forget
the neighbors

I Aggregate
iInformation

1 Evaluate
decision(s)

ECAL HCAL

Detector + PM

8x4 cells/FE card

Pres hoer ——
+ SPD

Highest Highest
Photon Hadron

Highest
Electron

Second
Highest

Clara Gaspar, July 2023

Total
Energy

10 m cables

VME 9U crates
14 (ECAL) + 4 (HCAL)

Each half crate:

- 8 FE cards.
- 1 Validation Card

LVDS links

Jg]aWiiofed 1o doj uo uuojeid

Selection Crates
o
)
)
LVDS links 5
LO Decision Box
22



LHC: Trigger communication loop

Global Trigger Local level-1

f— C e
—/
Timing and — latency

trigger has to be : B
distributed to i __i i
ALL front-ends I I _I_ Trigger
Primitive
Font-End I Generator
pipeline delay
~ 3us

accept/reject - ?

40 MHz synchronous digital system

Synchronization at the exit of the pipeline non trivial.
= Timing calibration

Clara Gaspar, July 2023
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er Lev

) Trigg

Detectors - C
40 MHz .
Trigger
level O 0
1 MHz [€
Readout
buffers
Event
building
Processor High leve
Farms Trigger

5 KHz €
Storage 8

e|S |n LHCb (up to 2020)

Level-0 (4 us) (custom processors)

High p; for electrons, muons, hadrons

HLT (=ms) (commercial processors)

Refinement of the Level-1. Background
rejection.

Event reconstruction. Select physics
channels.

Needs the full event

Clara Gaspar, July 2023 24



)

) Trigger Levels in ATLAS

Detectors -

40 MHz

Front-end
Pipelines

100 KHz —]

Trigger
level 1

Region of EII:I—.-J
interest

Readout
buffers

Event 3 KHz
building

Trigger
level 2

Processor
Farms

Trigger
level 3

200 Hz )
Storage

I Level-1 (3 us) (custom processors)
| Energy clusters in calorimeters
I Muon trigger: tracking coincidence matrix.

I Level-2 (=ms) (~commercial processors)

I Few Regions Of Interest relevant to trigger
decisions

I Selected information (ROI) by routers and
switches

I More sophisticated algorithms on full-
granularity data

I Level-3 (=s) (commercial processors)
I Reconstructs the event using all data
I Selection of interesting physics channels
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Data Acquisition
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@ Front-end electronics

Detector
Front-End Electronics v Amplifier
N\ Filter
VV V V V V V VYV VY VYV Y VY VY VY VY Y VY Y VYYVYYY I
VA Shaper
|
C Range compression
Event BUlIdlng Network clock / Samp“ng
|
A 4 A 4 A 4 A 4 A 4 A 4 A 4 A 4 A 4 A 4 A 4 A 4 A 4 III Digital filter
HLT Compute Units (~2000) | _
LA Zero suppression
|
Pipeline
|
DAQ A\ Feature extraction
: Buffer
lCustom point-to-point radiation-hard links I
| | Format & Readout
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‘@‘ Front-End Electronics

I Detector dependent (Home made)

| On Detector

| Pre-amplification, Discrimination, Shaping
amplification and Multiplexing of a few channels

| Problems: Radiation levels, power consumption
| Transmission
| Long Cables (50-100 m), electrical or fiber-optics

| In Counting Rooms

| Hundreds of FE crates :
Reception, A/D conversion and Buffering

Clara Gaspar, July 2023 28



@E‘ Data Acquisition proper

Front-End Electronics

Readout Units (~500)

Event Building Network

HLT Compute Units (~2000)

*

DAQ

I Every Readout Unit has a
piece of the collision data
tagged with a unigue id

I All pieces must be
brought together into a
single Compute unit

I The Compute Unit runs
the software filtering
(High Level Trigger)

Clara Gaspar, July 2023 29



"@‘ Event Building to a CPU farm

Data sources s A A A A A

Event Fragments

=
[ Event Building ]

Full Events

Event filter CPUs <> <>

1

Data storage [ ]
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. Network Technology

I Need to use what is popular | .
. Top500.0org share by interconnect family
-> pest price A

I Myrinet very popular when
LHC experiments started
being designed
Used by CMS until 2014

I Others could postpone the
decision and used Ethernet

Myrinet

Custom

1 Gb/s
Ethernet

Infiniband

(%) 34eys

1 U 1

2002 2014 2018
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“?ﬂ Event Filters

I Higher level triggers (3, 4, ...)
Event
building *
Event filter
avel 3.4
Storage 8

I LHC experiments can not afford to write all acquired data
Into mass-storage. -> Only useful events should be written
to the storage

I The event filter function selects events that will be
used in the data analysis. Selected physics channels.

I Uses commercially available processors (common PCs)
But needs thousands of them running in parallel.

Clara Gaspar, July 2023 32



@] High Level Trigger

1 Full Event “Reconstruction”

| Reconstruct all charged particle trajectories
| Find segments, connect them, re-fit to physical trajectory

| Associate the particles with the correct p-p collision

| Multiple interactions in each crossing

A o
e Lot 1 N N

| Measure all the energy depositions in the calorimeters
| with fine granularity
| Associate tracks and energy depositions

I Decide whether it’s interesting
Clara Gaspar, July 2023 33
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. LHC Readout Architecture

[ Detector Front Ends ]
Trigger
Level 1/2| ______ [] " Readout Units

I
Manager !
\———-I——

|
1
L Cam Event Filter

L 1L 1l | | | U

Storage ]

I With or Without Event Manager
I Push or Pull Protocols

Clara Gaspar, July 2023 35



Detector

M OT [ RICH [{ ECal [{HCal [{Muon

A A

LO
Trlgger

1LOtrigger

\ 4 \ 4 \ A

Electronics|| Electronics|| Electronics|| Electronics|| Electronics|| Electronics

FE i FE i FE i FE i FE

| S T S S |

Readout Readout Readout Readout Readout
Board Board Board Board Board

\ | / / /

\ 5 5 AronttEnz /‘ 4 /

<
<

READOUT NETWORK

Event Builfling

m SWITCH ® SWITCH ® SWITCH H® SWITCH H® SWITCH

PARANTA A4 2 \ VA 2 . N/ 2 )

plIrlr|PlP] |PlP|P|P| |P|P[P|P| |P|P|P]P
ul lujulu|ul Julu|u|u| Jululu|u| {u]u]u|u

Event data
— — = Timing and Fast Control Signals

Control and Monitoring data

HLT farm

Average event size 50 kB
Average rate into farm 1 MHz
Average rate to tape 5 kHz
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Operations
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‘@‘ Operations
I Experiments run 24/24 7/7

I In LHCDb Only 2 (non-expert) operators

I Monitoring

| Detect any problems
as soon as possible

I Configuration

| Prepare for a particular
running mode
I Automation

| Avoid human
mistakes

| Speed up standard
procedures

Clara Gaspar, July 2023 38
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I The other DAQ

0
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(Run Control)

M

Alarm
Ul

onitoring Da

Automatic
Actions

Control
System

Archive

Status
Counters
Rates
Alarms

Data

Quality
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®

Operators

History
Counters
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Alarms

Histos
Alarms

Counters

Counters
Rates

)
| Histos |
)
| THistos_|

Status, Counters
Counters, Rates

Monitoring
_Infrastr_>
_DQHisto >

Reconstr.
_Infrastr >
_DQHisto >

(aggregation)

A

taflow

HLT SubFarms

v Event Data

HLT SF Ctrl

(aggregation)

HLT Nodes

Storage
_Infrastr >
.Dataﬂow
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AlarmScreenighfwAlarmScreenie

rm Screen (Beta

Source | Live - |

Fiter #1: Exdude 3 | Filter £2: Exclude X ‘ +

| Apply |
Filter Type:'_| Incude (@) Exdude g Sl A
Device Name: | = Device Description: Alarm Scope: | * - |Alarn1 Direction: | 7 - |

Device Type: | = Logical Name: = Acknowledged: | = - |

System: - Alarm Text: RIDAQL*, "RIDAOL* Severity: ||| £ ][ F] [ Fiter... |
| & - |
Short ! Device DP Element  Description Alarm Text Dir. Value +2 Ach | Time

W LBECSIMNFO:lbAlarm... AutoAnalysisTest SCIFI: Mare than 35% different than the reference - Please change Run, drops M0: 23, M1:... CAME TRUE 2023.07.13 18:10:41.915

W LBECSIMFO:lbAlRrm... AutoAnalysisTest VELOalignment: Histogram is empty - Ignore CAME TRUE 2023.07.13 18:10:41.514

Displaying 2 of 384 alarms | Export... ||° Acknowledge multiple... ||{§} Settings... Massages: 5

Connected to 96 systemns| Systems...
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I Types of User Interfaces
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9
LD [ | o Run Start Time: Trigger Config: Vie
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DAQ Upgrades
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@} LHC DAQ Upgrades

| Up to Yesterday | Upgrade (2022-2026) |

Clara Gaspar, July 2023

L1 Rate |Event Size|Bandwidth] L1 Rate |Event Size|Bandwidth
(KH2z) (MByte) | (GByte/s) (KH2z) (MByte) | (GByte/s)
1 25 25 50 20 1000

100 1 100 200 4 800

100 1 100 1000 4 4000
1000 0.05 50 40000 0.1 4000

46




@ The Upgrades

DAQ network throughput
40.00
30.00
20.00
10.00
0.00 “ , K ‘ |
Alice Atlas CMS LHCb LHC
combined
up to 2022
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@E‘ LHC Exp. Upgrades

I Reasons:
| More Physics/Faster Physics/Better Physics
| (Improved Detectors)

| Reduce impact of Hw Triggers:
| Working with partial information and with drastic
simplifications has a price:
| Potentially interesting and valuable events are lost

| Directions:
| Eliminate / reduce hardware Level-1 (ALICE, LHCDb)
| Substantially upgrade Level-1 (ATLAS, CMS)

| Emphasize Real-Time Alignment and Calibration

Clara Gaspar, July 2023 48



New mirrors and photon detectors
HPDs — MAPMTs

\ / ///
New vertex locator « Fome—

silicon strips — pixels

New scintillating fibre tracker

Detector Channels

HCAL MUON 2-5
ECAL

PS

VELO
SPD

M1

RICH2
RICH1

ECAL Fe

|l HCb Upgrade

‘AL

‘ " New readout electronics for
the entlre detector |

................

R/O Electronics

HCAL  MUON 2-5
ECAL

PS VELO

SPD

M1

RICH2

Clara Gaspar, July 2023

RICH1

I 40 MHz Trigger-less Readout

< 10% detector channels kept
100% or R/O electronics replaced
New DAQ system

New Data Center

DAQ

Event Filter

R/O Network
farm

Event Builder

49



@ The LHCb Example

I 1stLarge Physics Experiment to completely abolish the
Hardware Trigger -> Probably the largest Data
Acquisition System in the world today

]" Detector Channels/Front-Ends
A0 Mr1z 1 MHZ

— VVVVVVVVVVVVVVVVVVllVVVVVVV
§E 1 |, Readout Units
S
g Yy V.V .V V V VYV V VYV VY Y VY ‘VvVvY
of----—-------- - Event Building
=
5 v
B ------------ - > High Level Trigger
=

— s e—

DAQ

I Spoiler: Commissioned last year -> And it works!!

Clara Gaspar, July 2023

L— > Detector Channels/Front-End<
40 \’\Z.
_ VVVVVVVVVHHHHHHV"V"V"l""""""
o .
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@]
O Yy V.V V V¥V V VYV VY VY Y Y VY VY Y
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Detector Channels

VV V V V V VY VY Y VY VY VY YYVYYVYYVYYY

VVYVVYYVYY

Front End Electronics

A 4 A 4 A 4 A 4 A 4 A 4 A 4 A 4 A 4

A 4 A 4 A 4

Readout Boards/Event Builder/HLT1

Monitoring Alighment =
HLT2 Farm

] §

DAQ

‘ To Offline

Clara Gaspar, July 2023

Real-Time
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LHCb 2012 Trigger Diagram

LO Hardware Trigger : 1 MHz
readout, high Et/Pr signatures

450 kHz 400 kHz 150 kHz
h* H/HH e/y

rSoftwa-re High LeveI-Trigger
29000 Logical CPU cores

Offline reconstruction tuned to trigger
time constraints

Mixture of exclusive and inclusive

\___selection algorithms y

5 kHz (0.3 GB/s) to storage °

2 kHz 2 kHz 1 kHz

Inclusive Inclusive/ Muon and
Topological Exclusive DiMuon

@_3] LHCDb Dataflow Evolution

LHCb 2012 Trigger Diagram

LO Hardware Trigger : 1 MHz
readout, high Et/Pr signatures

450 kHz 400 kHz 150 kHz

h* H/Hp e/y

N
[ Defer 20% to disk

S92

[ Software High Level Trigger
29000 Logical CPU cores

Offline reconstruction tuned to trigger
time constraints

Mixture of exclusive and inclusive

\___selection algorithms y

O*U'U'

1 In 2012: More CPU needed for better Trigger

| Since: unused interfill CPU + free disk space

Clara Gaspar, July 2023
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‘@‘ HLT Farm Usage Evolution

I Resource Optimization in 2012 -> Deferred HLT
| ldea: Buffer data to disk when HLT busy / Process in inter-fill gap
= More time for more complex algorithms

Standard HLT

1 MHz

Farm Node

Ewents

Qukpuk

—

5 KHZ?

1 MHz

Deferred HLT

Farm Node during Physics

Events

Crperflom

——

—J

Farm Node |nter-fill

-

Events

Oukpuk

=

Clara Gaspar, July 2023
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LHCb 2012 Trigger Diagram

LO Hardware Trigger : 1 MHz
readout, high Et/Pr signatures

450 kHz ‘ 400 kHz 150 kHz

h* M/ Hy e/y

\
[ Defer 20% to disk

L2

[ Software High Level Trigger
29000 Logical CPU cores

Offline reconstruction tuned to trigger
time constraints

Mixture of exclusive and inclusive

\ selectlon algorlthms y

UUU

—

@_3] LHCDb Dataflow Evolution

LHCb Run 2 Trigger Diagram

LO Hardware Trigger : 1 MHz
readout, high Et/Pr signatures

450 kHz ‘ 400 kHz 150 kHz

h# H/HH CYA

Software High Level Trigger

Partial event reconstruction, select

[ displaced tracks/vertices and dimuons ]

Buffer events to disk, perform online
detector calibration and alignment

Full offline-like event selection, mixture
of inclusive and exclusive triggers

o O O

I In 2015: Better Trigger and Trigger output data
| Since: HLT anyway composed of two steps

Clara Gaspar, July 2023
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‘@‘ HLT Farm Usage Evolution

I Even better Resource Optimization in 2015 -> Split HLT

| Idea: Buffer ALL data to disk after HLT1 / Perform Calibration & Alignment /
Run HLT2 permanently in background

= Calibration and Alignment previously done Offine -> Better data!
1 MHz

Farm Node

Ewvents E\-'ents

=3
(]

Oubpuk

—~—

-
-

I
v

_—— - E(lr_D_Q_OD'X ______________________ Cond|t|0ns 12. 5 KHz
DB
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Keeping
farm busy

Simulation
when less
physics

-Legend

[] No of Dirac Jobs
[ No of HLT2 Jobs
[] No of HLT1 Jobs

Disk Usage
< 25%
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-----------------------------------

LO Hardwa i Software High Level Trigger
readout, higF

v - Full event reconstruction, inclusive and
450 kHz dJd k. exclusive kinematic/geometric selections
h+

L

Software High Level Trigger

: Buffer events to disk, perform online
. . detector calibration and alignment
[ Partial event reconstruction, select J

displaced tracks/vertices and dimuons 0

ra 1.
Buffer events to disk, perform online Add offline precision particle identification
detector calibration and alignment and track quality information to selections

Output full event information for inclusive

- Full offline-like event selection, mixture trlggers, trlgger candldatgs ar"ld related
of inclusive and exclusive triggers primary vertices for exclusive triggers

— — \ )
o O O o o O

1 In 2022: Even better -> No HW Trigger
| Since: Better readout and network technology available

Clara Gaspar, July 2023 o7




@‘ New DAQ Design Principles

I Selected Concepts:
| Simplicity (whenever possible)
| Integration & Homogeneity
| Promote HW Standardization
| Same hardware components for all sub-systems
| Promote SW Uniformity
| Guidelines, Framework Components, Templates
| Separate Data/Control paths
| From the Front Ends to the High Level Trigger

Clara Gaspar, July 2023
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by NINE oysSt

O

nline Syst

em Upgrade

I New Data Acquisition Hardware and Dataflow Software

=T

/

( Detector front-end electronics J(in =
s 2
s =
1 Pa\ g‘
ggo0 | g
Versatile Link E= B> 3
: a
YA S
500 ; Eventbuilder PCs T%i]
EREEY.N | )
6 x 100, Gbit/s Q)
6 x 100 Gbit/s Eventbuildernetwork & =¥ (W
/ y
©
S f T
R - ——————— & s‘ i c_ a
L BT b
)
c
ot - ey S
D [:] D Eventfilter Farm D D [:] a

(up to 4000 nodes) D [___] D

LHCb Upgrade Dataflow

30 MHz Event Building =

. Software High Level Trigger :

[ HLT1 ]‘=D
L

Calibration & Alignment and

O

HLT2 =

[SEEECEEES:

2-5 GB/s to storage  Aamd

I New Infrastructure & Sub-Detector Equipment

Clara Gaspar, July 2023

ECS (Control & Monitoring) and Data Quality
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@ FE Electronics| .5k

mmmmmmm

I Front-end electronics

| Use CERN GBT chip 0 =
(Gigabit Transceiver) \ . o) (8

| A radiation hard ASIC (Application Specific Integrated Circuit)

r Downlink

Point 8 surface

T

» Timing and trigger

= DAQ

& Slow control

- Timing and trigger

DAQ =-—» FPGA > DAQ

& Sliow control

v Timing and trigger

Q f = DAQ
khd — Uplink - ™ Slow control
N |

Counting room | | Detector area l

| But unlike the drawing: separately for DAQ and for Timing & Control

Clara Gaspar, July 2023 60



UX85B

8800

/ [ Detector front-end electronics }—n
%

g

:

‘@‘ Readout Units

Versatile Link _h| 1

ECS

I PCle40 cards in EB PCs
| PClexpress card
| Large FPGA
| 48 GBT links, 10 Gb/s each
| Versatile via the firmware

Point 8 surface

I Located on surface
| Distance from FE: ~350m

1 In total:
| ~ 10000 optical links
| ~ 500 readout boards
| ~100 TFC/ECS cards
(separated from data path)

I Used also by ALICE (and others)

Clara Gaspar, July 2023 61



Again, use what is popular
-> pest price

Basically the choice was
Infiniband and/or Ethernet

]

T

2002

Clara Gaspar, July 2023

js%!!QSHH iﬂlg :

'Q q."“hd..

AT

UX85B

Point 8 surface

Top500.org share by interconnect family

Ethernet

(%) 4eys

Infiniband

U 1

2014 2018

ECS
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I Two options tested

| Only one worked well

within our time and budget

(traffic pattern: All to One/flow control
/switch buffering very expensive)

Event Builder

UX85B

/ L Detector front-end electronics }—n
a0 TR T

Point 8 surface

Eventfilter Farm
(up to 4000 nodes) 8 8 %

ECS

Technology: Infiniband
+ Ethernet for Distribution

Dedicated EB (TDR baseline)

Technology: Ethernet
(Would have been simpler and known)

Distributed EB

Clara Gaspar, July 2023 63



. Software High Level Trigger -

LHCb Upgrade Dataflow

30 MHz Event Building |

HLT1 ]

@‘ High Level Trigger

I Processing Options (HLT1)

\

7

-
—_——

"

@ o |
o S
~~
=
=,

et

\_ Task Parallelism /

-

Multicore
Processors

| Several R&D Projects in all these areas

=

(08 )

J -
s e ‘}s;ﬁv
7 5
D 1

\_ DataParallelism /

Nvidia GPUs:
3.5 B transistors

GPUs*

\_  Pipelining

Virtex-7 FPGA:
6.8 B transistors

FPGAs

Clara Gaspar, July 2023

O

Calibration & Alignment |

O

HLT2

— ..

O O O
2-5 GB/s to storage )
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200 HLT1 servers
(40 per subfarm)

40 HLT2 servers 40 HLT2 servers 40 HLT2 servers

Up to 100 HLT2 sub-farms (4000 servers) Up to 100 HLT2 sub-farms (4000 servers)

I Two options: CPU vs GPU
| Both worked: Cost (and politics/sociology) made the difference

Clara Gaspar, July 2023
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A

32 Tb/s ‘ssmem _ (esmmm ‘sssmal
v {\ \ \ .
; i il . i it e € i\ C N :
N <T7) I (<Y T (TY) Gy @GRy | (GRY 1o GPY i GPY)
S | B OB O Wbeaorr s S (Lot OO R [ R G e ;

N T8 T | / /164 EB servers, Koo N 147

Ak 4 NN N V4

40 HLT2 servers 40 HLT2 servers 40 HLT2 servers 40 HLT2 servers

Up to 1‘00 HLT2 sub-farms (4000 servers)

200G 1B

100GbE

1GbE

Clara Gaspar, July 2023

I EB Servers

I ~160

I Hosting PCle cards
I Readout Units:

I ~500

I Powerful FPGA

| 48 FE links (1Gb)
I8GPUs:

| ~160 ->~320

| FastHLT1 Pass
I CPUs

I ~4000 (donated)
I Thorough HLT?2
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Data Processinc

Improvements all the way to analysis strategy: Turbo stream
I Since we can automatically perform final alignment and calibration online
| So we can achieve offline quality alignment and calibration in the trigger
| Store only part of the event — allows for higher output bandwidth

REAL-TIME
ALIGNMENT &

CALIBRATION

5TB/s
30 MHz non-empty pp

B
0.5-1.5
FULL PARTIAL DETECTOR) . ° S

DETECTOR | sl BRECIGTRUCTION e o BUFFER
READOUT & SELECTIONS
5 (GPU HLT1) 70-200

6°/

TB/s GB/s CALIB GB/s '
K EVENTS
'_.-' OFFLINE

PROCESSING

All numbers related to the dataflow are

FULL DETECTOR
taken from the LHCb RECONSTRUCTION
Upgrade Trigger and Online TDR & SELECTIONS

(CPU HLT2)

Upgrade Computing Model TDR

ANALYSIS
PRODUCTIONS &

USER ANALYSIS

Clara Gaspar, July 2023
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) Alignment and Calibration

I Why do we need alignment & Calibration?
| Physical movements, magnetic field, temperature, pressure effects

| Better mass resolution
| Better particle identification (PID)
| Store less background — More bandwidth for physics!

I What and when do we align?

-
@
o S 5 = = =
5 < £ c 3
=] {..) @ [...] © {...)] © (...) & (.}
=l g~ = T = =
] £ c c = c
=1 | w w LUl w
.............. ] ;_.""‘"“"";"«,
TIME FILL
& F & ik
VELO alignment [—Trnin:lT |Calorimeter Calibration
Tracker alignmeant {=12min)
OT global calibration MUON alignment {(~3h)
RICH calibration
{every 15 min) RICH 1&2 mirror alignment (-2h)

{{~Tmin),(~12min),(~3h),(~2h]) - time needed for both data accumulation and running the task
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Detector front-end electronics

UX85B

~ EventbuilderPCs f TRC
' ' : wn
I Alarge CPU Farm AT g

Point 8 surface

| Around 4000 PCs
(many inherited for free)

| Also runs Calibration and Alignment tasks
I A brand new Computer Center

Clara Gaspar, July 2023 69



Configuration, Control and
Monitoring

Clara Gaspar, July 2023



‘@‘ Control System Tasks

I Configuration
| Selecting which components take part in a certain “Activity”
| Loading several millions of parameters (according to the “Activity”)

I Control core

| Sequencing and Synchronization of operations across the various
components

I Monitoring, Error Reporting & Recovery
| Detect and recover problems as fast as possible
| Automate Standard Operations

I User Interfacing
| Allow the operator to visualize and interact with the system

Clara Gaspar, July 2023 71



‘@‘ Control Framework

I Can be based on Commercial SCADA Systems

| Commonly used for:

------------------------

i . : SR GEROnERARGGE
| Industrial Automation 7 gti” ——— |
| Control of Power Plants, etc. I"vd L e
M = = ol
| Providing: YT

e ||l = . - -
|l AL |2 féi?é"‘ﬂtﬁ,%ﬁ‘ﬁf:@ ‘
—— L L | -2

| Run-time Database and Tools e

| Archiving of Monitoring Data including display and trending
Tools.

| Alarm definition and reporting tools
| User Interface design tools

| Used in LHC experiments DCS and LHCDb for everything
I Or can be home made

Clara Gaspar, July 2023 12



External Systems (LHC, Technical Services, Safety, etc.)

Detector & General Infrastructure (Power, Gas, Cooling, etc.)

A A A A A A A A A A

Detector Channels

F VYV V VYV VYV VP VPV VP VP VP VY Y Y YYVYVYVYYVYYVYYY

Front End Electronics

A 4 A 4 \ 4 \ 4 A 4 A 4 \ 4 \ 4 \ 4 A 4 A 4 \ 4 \ 4 A 4

Readout Boards/Event Builder/HLT1

X

Monitoring

Alignment

JV Jv A\ 4 ".

HLT2 Farm

DAQ

To Offline

Clara Gaspar, July 2023
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@ Experiment Control System

I Implementation:
< (JCOP project)
: | Framework
: : 1 Deployment:
53 | Runs distributed
Legend: over >100 PCs
l G (Virtual Machines)

I Control Units are logical entities:

| Behave as a Finite State Machine / Rule Based system:
| Capable of Partitioning: Exclude/Include children
| Can take local decisions: Sequence & Automate Operations or Recover Errors

I Device Units
| Provide the interface to the device (hardware or software)
Clara Gaspar, July 2023 4



. Control System Behaviour

I Distributed “Intelligent” Hierarchical System

when ( LHC in_state PHYSICS ) do Start
\ ) NOTR DY ——!I
| igure A
1
Race |

when ( DAQ in_state ERROR ) do Recover

Status & Alarms
Commands

Legend:

SubDetl
GAS

A\ 4

Clara Gaspar, July 2023 75



@ OEerations

I Main Tools:

| RunControl
| Handles the DAQ & Dataflow
| Allows to:
| Configure the system
| Start & Stop runs

| AutoPilot

| Knows how to start and keep
arun going from any state.

,, | BigBrother
@ | Based on the LHC state:

| Controls SD Voltages
| VELO Closure
| RunControl

Clara Gaspar, July 2023 76



Run Control

= O X
= Fri 02-Jun-2023  20:29:40
System State Auto Pilot s e
LHCb RUNNING - & A OFF - root a
Sub-System State —~Run Info
DCS READY 50 Run Number: Activity:
DAI READY -9 265586 PHYSICS Settings...
~
paQ Sime J Run Start Time: Trigger Config:
Runinfo RUNNING K% 02-Jun-2023 20:27:45 hit1_pp_matching_no_gec Settings...
TEC RUNNING - @ . i v| Defer HLT
Run Duration: Time Alignment:
-~ 0]
Enshd BUNKING a8 000:01:50 v| TAE half window |3
Monitoring RUNNING -4
Nr. Events: Max Nr. Events:
1169789728 Run limited to |0 Events
Step Nr: To Go: Automated Run with Steps: Start at:
0 0 Step Run with|0 Steps |0
Input Rate: Output Rate: Dead Time: Incompl. Evs:
Alignment & Calibration CurtVs -100% -100%
Velo Tracker  Richl = Rich2 = Muon Calo‘
HLT2
Runs/Files: 1428 / 5909772 -50% -50%
Processing:
0.0% ‘0% 50% 100%
" -0% -0%
Disk Usage: 43% LL. Farm Node Status: | & 10327.81 kHz 225.12 kHz 0.00 % 0.00 %
Efficiency [ 4 EB Rates Data Destination: Ofiine Data Type: MMISSIONING23 Automatic
TFC Control | TELL40s ~ LHCb Elog File: hit1 Run DB
Sub-Detectors:
VELoA |4 veroc |8 uta (A utc & sma (8| s |G| rewr | G| rcwz |G| eca (8| Hear |2
RUNNING ~ RUNNING ~ ERROR ~ ERROR ~ RUNNING ~ RUNNING ~ RUNNING ~ RUNNING ~ RUNNING ~ RUNNING ~
MuoNA | & | muonc || pLume |8
RUNNING ~ RUNNING ~  RUNNING ~
Messages:
02-Jun-2023 20:27:45 - LHCDb executing action GO =
02-Jun-2023 20:27:45 - LHCb_TFC executing action START_TRIGGER Close
02-Jun-2023 20:27:45 - LHCD in state RUNNING

Clara Gaspar, July 2023

Run Control &

The Autopilot:

I Configures,
Starts and Keeps
the RUN going.

I Configuration
Driven by an
“Activity”
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_] Run Control

_ - _a)x
DATEALLPHYSICS_1_DAQ::ALLPHYSICS_1_CONTROL . =l A L I C E . File_Commands Access Contral_Setings_Logoing Level Help AT L AS .

Fle View Options Windows Status updated Commit& Retoad [ Load Panels - WIS R G el

. ALLPHYSI CS_]_ TC I /T k RUN (ONT iATE : Run Control | Seum::: :n::::u | Dataset Tags — : J aV a

2 DAQ - Run Control TOAGe.ts-onl-68 d
= o &= (modular)
BChEpC-tdq-oni-82 - % Infrastucure

HI running on aldagecs01 with PID 20282
ALICE RC running on aldagecs0l with PID 7601

[t St Taking|

START ]

[ RG]
- [ RuNNNG ]
- [ RoNNNG ]
- [ RunG ]
- RONNNGE
Start processes Start = = = i
Define Define Beam Stable @ | Warm Start || Warm Stop 1§ sk
_| EDM Stop | Fur nformation & Serings I —_ s
Show Show Run type Physics o [URONNINGS R
— e HLT: mode C v | | Ahort | {Run number 218771 - DIRUNNNGR Lo
Super Master Key 1563 + R
LDC: Local Recording OFF v LHC Clock Type BC1 IE = ZDCHEIERINEE
Recording Enadled o [URURRINGIN DQM:pc-tdg- mon-64
GDC: HO Recording v Start time 04-Feb-2013 16:38:58 o [RORRINGI  1D-Monitoring:pc-tda-mon-76
?r‘u‘:l‘:::‘:! T TTEes o« [LURUNNING | GlobaMonitoringSegment:pc-tdq-mon-83 B
‘ RUN NUHBER : [196753  Run Control Status : |RUNNING e [ Counters | sewngs | ||| © Show onfine segment gin: [ 5| o [ Match Case ] Repeats I
Tue 05 10:32:37 (RC) Starting Data Taking for run 196753 = -
‘Tue 05 10:31:30 (HI) Current RC options loaded from datahase o= < E suhmimmn aite | WARNING [v) ERROR (] FATAL [ INFORMATION [ Expression Subsaribe
Tue 05 10:31:30 (HI) Start processes time : 45 seconds NFﬂN [ APPUCATION | mf:?:; :M e — - MESSAGE =
one Is going 10 ear. d
Debug | |Tue 0510:30:45 (RC)  GDCs: gic-DET-ACORDE-0 gic-DET-ZDC-0 gdc-DET-SDD-0 gdc-DET-PHOS INFORMATION “INTERNAL  Wating for he -Oatssét Tage panel o iniiaize I
Tue 05 10:30:45 (RC) HLT LDCs: 1dc-HLT-0 1dc-HLT-11dc-HLT-2 1dc-HLT-3 1dc-HLT-4 1dc-HLT-5* INFORMATION INTERNAL  Waiting for the ‘Segments & Resources” panel 1

Pause INFORMATION

INTERNAL _ waiting for the "Run Controf” pane! to initalize. 1=
INFORMATION

INTERNAL  Creating panel “Igui O5Paner

:45 (RC) Detector LDCs: 1dc-SPD-01-03-0 1dc-SPD-04-05-0 1dc-SPD-06-08-0 1dc-SPD-09-1

. . INFORMATION INTERNAL  Creating pan: cesPanel’ H
Bigger |[Tue 05 10:30:45 (RC) Run starting with INFORMATION INTERNAL _Creating panel “igui RunControiMainPaner”
i . INFORMATION INTERNAL _ wating for the ‘Elog-Dialog” panel to inialize
05 10:30:45 (RC) Starting processes for run 196753 INFORMATION INTERNAL _Creating the panel instance of class “lgul ElogDialog”.
Smaller | PV INFORMATION INTERNAL __Wwaiting for the "MainCommands” panel ta intialize. 1
INFORMATION | INTERNAL _ Creating the panel instance of class "igui MainPaner =~
Clear §I Message format E E=d| visible rows ‘00;1‘ Current MRS subscription WARNING|ERROR|FATAL
suanten e renams [T [ ) (o ; -
g 00150 - < I C .
m symm Aute Pilot Thu 07-Feb-2013  09:52:49 | H b
= TSRS AR e P _J [ERTNE for @ "
- e \
Tote d
e e sUssvetem i Runnf
LT ey 2 nes | may < g Run Number: : U
= mu [136883 SIoNTp =] Deferred HLT -
. Run Start Time: Trigger Config: View... | .
=C.20120122 002STD sz, BASE uunlmo [07-Feb-2013 093745 [pa_2013 =] ¥ Defer HL’ u I er
-
E— I— Run Duration: Tine Algnment:
o  epoP eSOz = 0001503 I~ TAE half window [0 ] L0 Gap
- e i Ui e sz Storage
Rl oo T St S o, S L1k = Max Nr. Events:
Crntgie nitoring I Run limited to [0 Events
Reconstruction [
o | e Bl mam gl_o gl o @l ioue_gl oo gl _gl_oc _gl_n e e e T Step Nr:_To Go: Automated Run with Steps: =
B B B e C—C— B f—L'L
o ———-m_ coma ‘ r 3 W (] o j=ie ap Ry S
= e m | | e g;g{g T2 rorred HLT I L0 Rate: HLT Rate: Dead Time: Overflow:
_______________ | ¢ mmomora T Dsfefrad HLTInfo oo Fioo%
il =3 — = . :“ — i EmoTA_DAQ mmmxcantv LHCh_Deforred | HOT_ALLOCATED =
(D) IE (OIGIOIOEOIGIOIC ®O® O Runs/Filos: 070 -5o% -so%,
= Procossings
Thaen % « 3 = by
5 e o (Es
T i Efficiency | & Trigger Rates | D= -] Data Type: [[DHFROTONTS <] W Automatic
o TFC Control | TELL1s LHCb Elog | W/FULLLHCb/ONPROTON13/136863  Run DB
= Sub-Detectors:
e TOET VELOA VELOC | w | om @ orc ] mew @] mewe 8] ers @
P |
= not_ReADy -
o scmeoma
Trigger C
*:J‘""':mﬂgawzm““" T oyt e ‘ eca | ] neau MUONA muonc | ‘ wou | §] temo B a @] e @] we @
o o o S i ol iiiﬁ iiiii
[lservievomans Messages:
. H 07-Fob-2013 05:03:42 - LHCh in stato ACTIVE h A
. e O o S ava C r I p + " by [orrera013050342- i n et RN "
% ViewAll Owners. 07-Feb-2013 0512621 - LHCh Exsnuﬂng.tlmn CHANGE_RUN j Close
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A

Big Brother

At EOF

Always

= o X
m System State Auto Handshake ~Big Brother E02:lup:2023, _ 20:29:53
s Big Brother READY e OFF = 7 7 t
P il a ., Settings By Actions o &
Sub-System State
L:c - ~LHC
PHYSICS Mode: Fill Number: Energy:
BCM READY % PROTON PHYSICS 8863 6800 GeV
Magnet READY = Y -
LHCb Clock EXTERNAL = Set Current: Measured Current: Polarity:
5849.9A 5849.9A DOWN
—Handshakes DB Interfaces
LHC LHCb
| Com = = = = Run DB Server: . Cond DB Server.. PVSS Archive: .
—Voltag ~VELO Closing Manager
System State Requested Settings Motion State DAQ HV BCMBPMVTX
LHCb_LHC_HV oK - PHYSICS E PHYSICS il (sexverom 5D m 0000
nia (server off) Motion Criteria
Sub-Detector State ~ Req.HV %Ok HV State (A/C)

VELO_LHC_HV 0K B OFF 19286 | READY Sl Beam Position Motion System Position
UT_LHC_HV oK - OFF 0.00 NOT_READY  ~| X | unknown XA | 2970 mm XC | 29.70 mm
SF_LHC_HV oK > READY  100.00 READY =il Y™ wrtaionn Y&l 0.45mim

RICH1_LHC_HV ok > READY 10000 READY )

RICH2_LHC_HV oK ~|  READY 10000 READY -4 Status: V8.6

ECAL_LHC_HV 0K - READY 100.00 READY - g

HCAL_LHC_HV oK ~|  READY  100.00 READY -4

MUON_LHC_HV oK > READY  99.91 READY - Ready - g

PLUME_LHC_HV 0K - READY 100.00 READY - g

~loix

Messages Activity Scheduler: LHCb 'I
02-Jun-2023 20:04:25 - LHCb_LHC_HV in state ERROR — -
02-Jun-2023 20:04:26 - LHCb_LHC_HV in state UNKNOWN Start | Activity I Active | Gl
02-Jun-2023 20:04:26 - LHCb_LHC_HV in state OK At RAMP COLLISION v 03¢

At EOF IVSCAN v

After Previous L] EOFCalib v

At INJECTION

At RAMP

AtFLATTOP

AtPHYS_ADIUST

AtPHYSICS

At ADJUST

Based on LHC
state, controls:
| Voltages

| VELO Closure
| Run Control

Can sequence
activities, ex.:
| End-of-fill
Calibration
Confirmation
requests and
Information
| Voice Messages
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& D HANDSHAKE
& GDSER
=Rl

= Pa

- Penc_ocs
= FMD_DCS

& PHIP_0CS

& @PMCH_DCS

= @Pis e

= @F_ocs
= @DS00_0CS
& DSPO_DCS
% @50 ocs
= @1 _bcs
P
& BT Dos
& g9TAD_DES
= @Vo0_Des
= 70c_nes
=PI _ocs
& TR _00S

asde | O | Bmes | SeleSSupeide | Resteefeats | Moo |

i
=
B e el

i
Eli

!H !E

Big Brother 1
R G —
R e NPT —
PREPARE ‘—’ pratecton [~ “roady [ 22 | LHC —

Y

JCOP FW
“— ALICE

ATLAS —1:

_ZI Detector Control System

EVCOOL

LHCh_LHC: TOP

Wed 06502013 014722 |

Mode: Fill Number: Energy:
| [ProTon-nucieus P [33 [4000 Gev
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2 Concludlng Remarks

I Trigger and Data Acquisition systems have become
Increasingly complex.

I Luckily the requirements of telecommunications and
computing in general have strongly contributed to the
development of standard technologies:

| Hardware: Fast ADCs, Field-Programmable Gate Arrays, Analog
memories, multi-core PCs, Networks, Helical scan recording, Data
compression, Image processing (GPUSs), ...

| Software: Distributed computing, Software development environments,
Supervisory systems, Artificial Intelligence tools...

I We can now build a large fraction of our systems using
commercial components (customization will still be needed
In the front-end).

I Itis essential that we keep up-to-date with the progress

being made by industry.
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LHC/LHCDb Fill Sequence

Injection Permit = FALSE, Internal Clock, Any state of LHCb

Handshake for Injection(T18_Setup) Act: Lower Voltages, VELO Out

Injection Permit = TRUE

Injection Permit = FALSE Act: Start Raising Voltages
At FLAT _TOP: Act: External Clock, Reset DAQ

Act: Raise Voltages, VELO In
Handshake for Adjust (Act: Lower Voltages, VELO Out)

[

Act: VELO Out, Internal Clock
Act: EOF Calibrations

¥ Handshake: Confirm Handshake -> Prepare detector -> Confirm Ready

\ 4 Simple Confirmation
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@E‘ Other Tools & Components

I Main Framework Components:

| Communications
| Device Access and Message Exchange between processes

| Intelligence: Finite State Machines/Expert System Functionality
| System Description, Synchronization and Sequencing
| Error Recovery, Assistance and Automation

| Databases
| Configuration, Archive, Conditions, etc.

| User Interfaces
| Visualization and Operation

| Other Services:
| Process Management (start/stop processes across machines)
| Resource Management (allocate/de-allocate common resources)
| Logging, etc.
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Communications (example)

I DIM - Distributed Information Management System

| Efficient and light weight data exchange across processes
(and machines)

| Available for:
| C, C++, Java, Python _ - . Request
i ] Register .- “~.. Service
| Linux, Windows, etc. Services,” S ..
| Client/Server (Publish/Subscribe) A sﬁge‘
| Services " Subsaribe to Servios ;

| Set of data, any type or size
| Single items, arrays or structures

Service Data
| Free name space v

| But better use a naming convention Commands
| Servers publish Services.

| Clients subscribe to Services.
| Once, at regular intervals or on change

| Clients can also send Commands to Servers

| Name Server
| Keeps the coordinates of available Services
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@ Automation (example)

I SMI++ - State Management Interface

| A Tool for the Automation of large distributed
control systems

| Method:

| Classes and Objects
| Allow the decomposition of a complex system
into smaller manageable entities

| Finite State Machines

| Allow the modeling of the behavior of each

""" entity and of the interaction between entities in
_____ - terms of STATES and ACTIONS

| Rule-based reasoning

| React to asynchronous events
(allow Automation and Error Recovery)

eeeeeee

Obj

SMI Domai

Obj)))j

Proxy

A

A 4

w

A

A

A

A

y

Hardware Devices
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SMI++ - The Language: SML

| Finite State Logic ]

| Objects are described as FSMs
their main attribute is a STATE

| Parallelism

Synchronization and Sequencing

The user can also wait until actions
finish before sending the next one.

| Asynchronous Rules

| Actions can be sent in parallel to
several objects.

Actions can be triggered by logical
conditions on the state of other objects.

class: EventBuilder /associated
state: UNKNOWN /dead_state
state: NOT_READY
action : Configure
state: READY
action : Start
action : Reset
state: RUNNING
action : Stop
state: ERROR
action : Recover

object: EB1 is_of_class EventBuilder
object: EB2 is_of class EventBuilder
object: EB3 is_of class EventBuilder

objectset: EBS {EB1, EB2, EB3, ...}

class: DAQ
state: NOT_READY /initial_state
action: GET_READY
(do Configure all_in Electronics)
do Configure all_in EBS

if (all_in EBS in_state READY) then

move_to READY
endif
move_to ERROR
state: READY

when ( any_in EBS in_state ERROR ) do RECOVER
when ( any_in EBS not_in_state READY ) move_to NOT_READY

action: RECOVER
do Recover all_in EBS

state: ERROR

object: SubDetDAQ is_of class DAQ

class: TopControl
state: STANDBY
when ( LHC in_state PHYSICS ) do STARTUP
action: STARTUP
(do GET_READY all_in SubDetDCS)
do GET_READY all_in SubDetDAQ

object: BigBrother is_of class TopControl

Clara Gaspar, July 2023

87



@ Online Databases

I Three main logical Database concepts in the Online
System -
DB

Configuration settings
for a running mode

if needed for next run settings
(Pedestal Followers)

o
if History needed LB

J if needed by Offline

g

»
»

Monitoring data
(at regular intervals)

Experiment's HW & SW

» To Offline

= But naming, grouping and technology can be different in the different

experiments... Clara Gaspar, July 2023 88



