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Big difference between how:
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System misuse 

can have severe 

negative impact on stability
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Capturing information about 
system activity in real time 

(& over time)
Who? 
      What? 
            Where? 
                   How? 
                        How Long?
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We know what the system is doing

We know how the system is performing

Throughput & Response times
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Instrumentation is everywhere 
within logging service

Every read/write capture & persist:
 who, requested what (signals, time window, 
filters), from where (real client), using which 

products, how long it took, #records

Short-term details, long term aggregates

Complex problem diagnosis
Capacity Planning

Performance analysis / tuning
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What is really happening over time?

Augment internal DB instrumentation with contextual information

Internal Instrumentation
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Internal Instrumentation
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How is time being spent within a Module?

Internal Instrumentation
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To Summarize...



Oracle DBMS relational features
➥ Accurately model Accelerator domain complexity

➥ Ensure data integrity

Well considered designs, &
significant usage of proprietary Oracle functionality

➥ deliver necessary performance

➥ satisfy other functional requirements
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Questions?


