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Use of  sensitivityL2

The  sensitivity is a fast method to estimate pulls on PDFs by experiments in a PDF fit.


It can be computed using LHAPDF grids for Hessian PDFs and  values for the error PDFs.


The  sensitivity streamlines comparisons among independent analyses, using the log-likelihood 

values for the fitted experiments and the error PDFs


The  sensitivity has been used 

by CT (in CT18) [PRD 103, 014013 (2021)], 

by the PDF4LHC21 benchmarking group [J.Phys.G 49, 080501 (2022)], 

by CT—CJ to estimate deuteron corrections [Eur.Phys.J.C 81, 603 (2021)],

by AC & Nadolsky to study constraints on large-x PDFs [PRD 103, 054029 (2021)],

by CT, MSHT and ATLASpdf [PRD 108, 034029 (2023)],

on xFitter as well (L. Kotz, upcoming),

in preparation for CT2X (see M. Guzzi’s talk).
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 sensitivity — definitionL2

The  sensitivity incorporates both the dependence on the observable on PDF and on the resolving power 

of the data sets: it is a way of viewing the pulls of all of the experiments used in a global PDF fit, for a 
particular parton flavor, as a function of a kinematic variable.


Hessian formalism


 error PDFs are used to determine the PDF uncertainty (assuming the probability distribution is approximately 

Gaussian)

We consider an expansion of a function  of the parameters  in the vicinity of the global  minimum

 

L2

D

X R χ2

based on Hessian or Monte Carlo uncertainties. We discuss
these more formal aspects of uncertainty quantification and
their relation to the L2 method before proceeding to the
numerical comparisons of the fits by three groups.
The outline of this paper is as follows. In Sec. II, we first

give a general description of the L2 sensitivity and explain
how it can be calculated for both Hessian-based and
Monte Carlo replica-based PDF fits. In Sec. III we
summarize the PDF sets that will be considered in this
analysis, discussing the data and theory settings, as well as
χ2 and PDF error definitions. In Sec. IV the sensitivities
for the nonglobal PDF sets, namely dedicated ATLAS
and reduced benchmarking fits, are presented. In Sec. V
the sensitivities for the global CT family of PDF sets are
presented. In Sec. VI the sensitivities for the MSHT20 fits
are presented. In Sec. VII direct comparisons are made of
the sensitivities for a range experiments and parton flavors
between the different PDF sets. Finally, in Sec. VIII we
conclude. The Appendix summarizes a computation of the
sensitivities using Monte Carlo replicas that results in a
close agreement with the Hessian approach.

II. DEFINITIONS AND BASIC PROPERTIES
OF THE L2 SENSITIVITY

A. The Hessian method

Error PDFs are widely used to estimate probability
distributions for PDF-dependent quantities according to
two common methods.
The ATLAS, CTEQ-TEA, and MSHT groups adopt the

Hessian format [1,2] as the default to publish their PDF
error sets. An ensemble of D Hessian error PDFs estimates
the uncertainty by assuming that the probability distribu-
tion is approximately Gaussian. In a notation adopted from
Ref. [24], a function XðR⃗Þ of the parameters Ri in the
vicinity of the minimum of the global χ2 corresponding to
R⃗ ¼ 0⃗ and Xð0⃗Þ≡ X0 can be estimated as the Taylor series
expansion,

XðR⃗Þ ¼X0þ
XD

i¼1

∂X
∂Ri

!!!!
R⃗¼0⃗

Riþ
1

2

XD

i;j¼1

∂2X
∂Ri∂Rj

!!!!
R⃗¼0⃗

RiRjþ%% % :

ð1Þ

Given X&i ≡ Xð0;…; Ri ¼ &1; 0;…Þ for a pair of PDF
displacements R&i ≡&1 at the 68% confidence level
(C.L.) along the eigenvector direction i, the first-order
derivative in this direction is estimated by a symmetrized
finite difference,

∂X
∂Ri

!!!!
R⃗¼0⃗

≈
Xþi − X−i

2
: ð2Þ

A symmetric estimate of the 68% C.L. PDF uncertainty [2]
then follows as the maximal variation of XðR⃗Þ within a

hypersphere of unit radius centered at the global minimum,
called the “tolerance hypersphere”:

δHX ¼ j∇!Xj ¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XD

i¼1

½Xþi − X−i(2

vuut : ð3Þ

The second-order Taylor terms in Eq. (1) are important
when the probability distribution is asymmetric. The full
description of the second-order terms, while possible in
principle [24], would require having additional Hessian
eigenvector sets that are not provided in the published
PDF ensembles. Contributions from diagonal second-order
derivatives, ∂2X=∂R2

i , can be estimated by using the asym-
metric PDF uncertainties [25] with the usual Hessian PDFs.
The linear approximation captures the essential features of
the uncertainties, while the complete description of the
nonlinear terms involves many subtleties [24].
We will thus restrict ourselves entirely to the linear

approximations and will use symmetrized finite-difference
formulas like in Eq. (2) to minimize nonlinear terms in
subsequent derivations. In this spirit, the Pearson correla-
tion between two quantities XðR⃗Þ and YðR⃗Þ, interpreted as
the cosine of the correlation angle for X and Y in the PDF
parameter space, can be computed as [1,4]

CHðX; YÞ ¼
1

4δHX δHY

XD

i¼1

ðXþi − X−iÞðYþi − Y−iÞ: ð4Þ

The PDF sensitivity is a statistical indicator that visu-
alizes constraints from the included experiments on the
PDFs. In the Hessian representation, the L2 sensitivity for
some fðR⃗Þ reads [6]

SHf;L2ðEÞ≡
∇!χ2E · ∇!f

δHf
;

¼ ðδHχ2EÞ CHðf; χ2EÞ; ð5Þ

where CHðf; χ2EÞ represents the cosine of the correlation
angle between f and the χ2 for experiment E, evaluated
over the 2D Hessian eigenvector sets. Thus, if the direction
of decreasing χ2E of dataset E is also the direction of
decreasing values of the PDF f (at a given x value), the two
quantities are positively correlated, and SHf;L2ðEÞ is positive.
This indicates that the data from this dataset would like to
pull the PDF downward. If the two quantities are anti-
correlated, then SHf;L2ðEÞ is negative, and the data would
like to pull the PDF upwards.
The name “L2 sensitivity” reflects its reliance on the χ2

to quantify the pulls of experimental data on the PDFs, i.e.,
on the quadratic, or L2, norm of the vectors of the statistical
residuals between theoretical predictions and experimental
measurements. This emphasizes its distinction from the
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The symmetric PDF uncertainty is the maximal variation of  within the tolerance hypersphereX( ⃗R )
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The second-order Taylor terms in Eq. (1) are important
when the probability distribution is asymmetric. The full
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The PDF sensitivity is a statistical indicator that visu-
alizes constraints from the included experiments on the
PDFs. In the Hessian representation, the L2 sensitivity for
some fðR⃗Þ reads [6]
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where CHðf; χ2EÞ represents the cosine of the correlation
angle between f and the χ2 for experiment E, evaluated
over the 2D Hessian eigenvector sets. Thus, if the direction
of decreasing χ2E of dataset E is also the direction of
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 sensitivity — definitionL2

The  sensitivity helps visualize the correlation of the  with the PDF values, for a given experiment or a 

given flavor (combination). 

L2 χ2

here with


X = f(x, Q2)

Y = χ2
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PDFs. In the Hessian representation, the L2 sensitivity for
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to quantify the pulls of experimental data on the PDFs, i.e.,
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Comparison with Lagrange Multiplier (LM) scans

All  plots made for a global tolerance of .

They show only the most sensitive experiments.


If gradient for descending chisquare is aligned with that of the 
descending PDF, the correlation is positive 

⇒ positive  indicate a preference for lower PDFs.


⇒ negative  indicate a preference for higher PDFs.
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the examined Hessian PDFs. The plots of the summed
sensitivities can be viewed on our website [30].

D. How to interpret L2 sensitivities

This article presents the L2 sensitivities in two forms,
chosen to illustrate either the leading sensitivities of
the experiments to a given PDF or the sensitivities of a
given experiment to a collection of PDF flavors or PDF
combinations.

1. Cumulative sensitivities to PDF flavors

As an example from the first category, Fig. 3 shows the
L2 sensitivities to the gluon distribution gðx;QÞ for CT18
NNLO, as a function of the partonic momentum fraction x
at a Q value of 100 GeV. Only the L2 sensitivities from the
six most significant experiments are plotted, for purposes of
clarity.1

One way to understand more intuitively the meaning of
the L2 sensitivity is to compare it to the more familiar LM
scans, either the already discussed case of the LM scan on
the high-x gluon, gð0.3; 125 GeVÞ, in Fig. 1 or an analo-
gous scan on gð0.01; 125 GeVÞ as relevant for gg → Higgs

production, shown in Fig. 4. In a LM scan, the strength of
the constraint provided by a dataset determines the narrow-
ness of its corresponding χ2E parabola. For example, in
Fig. 4, the CMS experiment on jet production at 8 TeV
(curve 11) imposes such a constraint, similar in magnitude
to that provided by the HERA Iþ II data. The central gluon
at this x agrees with the value preferred by the CMS 8 TeV
jet data, so there is no pull from these data. In contrast, the
LM scan at x ¼ 0.3, in Fig. 1, indicates that the CMS 8 TeV
jet data prefers a gluon value of 0.33, larger than the best-fit
value of 0.31. These features of the CMS 8 TeV jet data at
x ¼ 0.01 and x ¼ 0.3 can be seen in the L2 sensitivity plot
of Fig. 3, as explained below.2

At either x value, a number of experiments prefer
somewhat different values of the gluon than at the best
fit. We can quantify these pulls on the gluon by computing
the change, Δχ2E, for each experiment E when the consid-
ered PDF increases by one standard deviation from the total
χ20, which in the following comparisons was chosen to
correspond to Δχ2 ¼ 10. We note that Δχ2E were defined
above Eq. (10) in Sec. II C. The L2 sensitivity Sf;L2
estimates these Δχ2E in the linear approximation for the
whole range of x. The magnitude of Sf;L2 depends on the
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FIG. 4. A LM scan for the gluon, gðx ¼ 0.01; Q ¼ 125 GeVÞ, in the CT18 NNLO fit.

1On the companion website [30], such plots can show 4, 6, or 8
most sensitive experiments, or alternatively all experiments that
have jSf;L2j > 3 in some range of x.

2Note that sensitivities change very slowly with the scale Q, as
illustrated in Sec. IV.
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Compare CT18 with and w/o strangeness asymmetry

the strangeness (corresponding to negative L2 sensitivity)
from ATLAS 7 TeV W; Z over a generally wide range of x
values. This is evident for both the CT18As PDF set (the
default CT18 PDFs do not fit to this dataset—as apparent
from its reduced strangeness seen in Fig. 26) and the
MSHT20 sets (where there is also an opposing pull from
CMS 7 TeV W þ c data for MSHT20aN3LO). The pull
in the ATLASpdf21 sensitivity plot is much smaller at
relatively high x values, though is also negative at very
small x values, where these data are opposed by the 8 TeV
Z3D data, which has opposite tendencies.
A comparison of the distributions for total strangeness is

given in Fig. 26. All PDF sets are strongly influenced by the
ATLASW; Z data, and hence agree quite well in the region
covered by data. Noticeably there is a smaller strangeness
PDF for CT18 at x ∼ 0.01–0.1, mostly due to the absence
of the ATLAS W; Z dataset in the CT18 nominal fit, as
opposed to the CT18A(Z) alternative sets.
The final data we consider are the E866 fixed-target

Drell-Yan cross section ratios, σpd=σpp, for which the

corresponding sensitivity plots are shown in Fig. 27. The
CTEQ-TEA publications singled out the E866 ratio as a
small experiment that provides a particularly sensitive
probe of flavor-symmetry breaking in the quark sea at
high x, specifically by constraining d̄ðx;QÞ=ūðx;QÞ [or,
alternatively, d̄ðx;QÞ − ūðx;QÞ] above x ¼ 0.01 and at Q
of a few GeV. Indeed, the PDFSENSE analyses in Refs. [5,6]
noted that the E866 ratio is a top experiment in terms of the
sensitivity per data point, and it is especially valuable for
constraining a sea PDF combination that can be computed
on the lattice [6].
These observations remain partially true with respect to

the total sensitivity of the E866 ratio to individual PDFs
presented in Fig. 27. At x > 0.05—the region of kinematic
coverage by the experiment—the pulls in CT18 are in
opposing directions for the ū and d̄ flavors, while MSHT20
very predominantly prefers lower values of both d and d̄,
with weaker sensitivity to u and ū. (The overall pulls are not
large, but this is because this dataset has few points and
imposes a strong constraint on the central PDF, so little

FIG. 26. Comparison of the strangeness PDFs. Left: sþ s̄ PDFs shown for MSHT20 NNLO (purple, solid), MSHT20aN3LO (green,
dashed), CT18 NNLO (brown, dot-dashed), CT18As_Lat NNLO (blue, large dot-dashed), and ATLASpdf21 NNLO (orange, dotted).
Right: ratios to the central MSHT20 NNLO (MSHT20aN3LO and CT18As_Lat are not displayed, as their uncertainties are similar to
their corresponding nominal sets). All ensembles are given for T2 ¼ 10 (t2 ¼ 9 for ATLAS).

FIG. 27. Sensitivities of the E866 pd=pp Drell-Yan ratio at Q ¼ 2 GeV. Left: CT18 NNLO, right: MSHT20 NNLO.
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CT18A family includes the ATLAS 7 TeV high precision W, Z data [248]

CT18As subfamily releases 

CT18As_lat includes lattice data for 

s = s̄
s − s̄

experiments (124 and 125) both prefer lower strangeness,
but at somewhat different x, and the E866pp Drell-Yan
production moderately prefers to increase it, in the
CT18As_Lat case the pulls of the NuTeV neutrino and
antineutrino datasets become more alike at x < 0.1; at
x > 0.1, the NuTeV ν dimuon dataset (124) develops a
preference for a higher s that is largely canceled by the
opposite pull by CCFR ν̄ dimuon set (127).
The CT18As and CT18As_Lat sensitivities available

from the website clarify how these modifications emerge
through the triple effect of including the ATLAS W; Z
dataset, releasing the s ≠ s̄ condition (which substantially

modifies the flavor composition in CT18As), and including
a lattice constraint on the magnitude of s − s̄ (which partly
offsets the previous effect). The lower two figures in Fig. 14
compare Sf;L2 for the ðs − s̄Þ=ðsþ s̄Þ asymmetry of
CT18As and CT18As_Lat sets. In the CT18As case,
without the lattice constraints on s−, the pulls on the
strangeness asymmetry by CCFR inclusive (110) and ν̄
dimuon (127) datasets, together with the same-sign pulls of
E866pp (204) and LHCb 7 and 8 TeV W; Z (258), are
counteracted by the strong pull by the NuTeV ν̄ dimuon
data (125). For CT18As_Lat, these sensitivities are sub-
stantially rebalanced by the lattice constraints on s − s̄,

FIG. 14. Upper: sensitivities to the strangeness PDF for CT18 and CT18As_Lat NNLO fits with T2 ¼ 10 at Q ¼ 2 GeV, shown for
the six most sensitive experiments. Lower: sensitivities to the strangeness asymmetry ðs − s̄Þ=ðsþ s̄Þ for CT18As and CT18As_Lat
NNLO. (Notice that the color code and the ranges of the vertical scale vary between the plots.)

XIAOXIAN JING et al. PHYS. REV. D 108, 034029 (2023)
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Balance between all experiments 
as the sum of sensistivities is 
bounded:
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Strangeness with lattice input

experiments (124 and 125) both prefer lower strangeness,
but at somewhat different x, and the E866pp Drell-Yan
production moderately prefers to increase it, in the
CT18As_Lat case the pulls of the NuTeV neutrino and
antineutrino datasets become more alike at x < 0.1; at
x > 0.1, the NuTeV ν dimuon dataset (124) develops a
preference for a higher s that is largely canceled by the
opposite pull by CCFR ν̄ dimuon set (127).
The CT18As and CT18As_Lat sensitivities available

from the website clarify how these modifications emerge
through the triple effect of including the ATLAS W; Z
dataset, releasing the s ≠ s̄ condition (which substantially

modifies the flavor composition in CT18As), and including
a lattice constraint on the magnitude of s − s̄ (which partly
offsets the previous effect). The lower two figures in Fig. 14
compare Sf;L2 for the ðs − s̄Þ=ðsþ s̄Þ asymmetry of
CT18As and CT18As_Lat sets. In the CT18As case,
without the lattice constraints on s−, the pulls on the
strangeness asymmetry by CCFR inclusive (110) and ν̄
dimuon (127) datasets, together with the same-sign pulls of
E866pp (204) and LHCb 7 and 8 TeV W; Z (258), are
counteracted by the strong pull by the NuTeV ν̄ dimuon
data (125). For CT18As_Lat, these sensitivities are sub-
stantially rebalanced by the lattice constraints on s − s̄,

FIG. 14. Upper: sensitivities to the strangeness PDF for CT18 and CT18As_Lat NNLO fits with T2 ¼ 10 at Q ¼ 2 GeV, shown for
the six most sensitive experiments. Lower: sensitivities to the strangeness asymmetry ðs − s̄Þ=ðsþ s̄Þ for CT18As and CT18As_Lat
NNLO. (Notice that the color code and the ranges of the vertical scale vary between the plots.)
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Pattern of pull w/o lattice input changed by the preference for a lower  at largish  from the lattice.

That positive pull is compensated by a negative one due to net strangeness.

Rs x

For more lattice-related sensitivity: PDFSense

[Phys.Rev.D 98, 094030 (2018) 
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Comparison among groups with Hessian methodology

Also Z pT data pulls against other experiments at NNLO. 
see talk by L. Harland-Lang
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MSHT gluon at NNLO and aN3LO
The rôle of ATLAS 8TeV ZpT is reduced when going to aN3LO — sensitivity pattern drastically changed.
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ATLASpdf21

ATLAS PDF fits are based on a more limited set of data, with HERA inclusive as the backbone


Full information on correlated systematic sources of uncertainty used (not available to to other PDF fits)


the ATLAS 8 TeV Z3D data. For the strangeness, we again
see the opposing tendencies of ATLAS 7 TeV W, Z and
ATLAS 8 TeV Z3D data, with ATLAS 7 TeVW, Z favoring
more strangeness at low x, and ATLAS 8 TeV Z3D data
favoring less with almost equal weight. It is interesting that
these data are in agreement at x ∼ 0.02 for Q ¼ 2 GeV,
since this is approximately the x and Q2 values at which
ATLAS chose to illustrate the ratio of strangeness to light
quarks. Above this x value, the opposition persists but is
much weaker until x > 0.5, where ATLAS 7 TeVW, Z data

and ATLAS 8 TeV V þ jets data favor less strangeness but
are opposed by HERA combined data, ATLAS 8 TeV W
data and ATLAS 8 TeV inclusive jets data.
In Fig. 9, we show the sensitivities to the strangeness

ratio 2sðx;QÞ=ðūðx;QÞ þ d̄ðx;QÞÞ at Q ¼ 2 GeV and
Q ¼ 100 GeV. We again see the opposing tendencies of
ATLAS 7 TeV W, Z and ATLAS 8 TeV Z3D data, with
ATLAS 7 TeV W, Z favoring a higher strangeness ratio at
low x, and ATLAS 8 TeV Z3D data favoring a smaller ratio
with almost equal weight. As we saw for the strangeness

FIG. 8. L2 sensitivity for all datasets in the ATLASpdf21 fit: gluon (left), strange (right).

FIG. 9. L2 sensitivity for all datasets in the ATLASpdf21 fit for the strangeness ratio 2sðx;QÞ=ðūðx;QÞ þ d̄ðx;QÞÞ:Q ¼ 2 GeV (left),
Q ¼ 100 GeV (right).

QUANTIFYING THE INTERPLAY OF EXPERIMENTAL … PHYS. REV. D 108, 034029 (2023)

034029-19
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 sensitivities per experiment — global comparisonsL2

The sensitivities tell us that, for all four PDF ensembles,
at x ¼ 0.1 an increase of the value of the gluon PDF by one
sigma would be disfavored by up to ten units of χ2. A
smaller upward preference for the gluon at low x is another
common feature.
This is one of the rare patterns where very good agree-

ment is so apparent between the fitting groups. Note,
however, that, for both CT and MSHT, the pull on the
gluon from the CMS 8 TeV jet dataset is actually very
different to that seen in the reduced fits. For the latter, the
pulls on the gluon by the CMS 8 TeV jets can be seen in
Fig. 13: the reduced fits both display the opposite pattern in
the shape of the sensitivities across x, which in turn is tied
to a different magnitude of the gluon PDF. The magnitude
of the L2 pulls is slightly smaller in the reduced sets,
suggesting an improved agreement with the other datasets.
This example illustrates that the tension can be enhanced in
a global fit upon the addition of datasets to the reduced fit,
and the patterns of the pulls can change, too.
Other interesting observations about the gluon come

from the ATLAS and CMS tt̄ data, displayed in Fig. 22.
The top and middle plots concern the leptonþ jets tt̄ data
and reveal sensitivity to the gluon (and charm), at small and

valencelike regions in x, though at a smaller magnitude
with respect to the CMS 8 TeV jet dataset. The patterns
found by both CT18 and MSHT20 again agree between
each other but differ significantly between ATLAS and
CMS: their pulls on the gluon distribution at x > 0.05 are
opposite (see the upper and middle rows). These tt̄ data also
affect the ū and d̄ distributions at large x, but with weaker
pulls than other datasets. On the other hand, consistency of
the pulls by the dilepton tt̄ data from ATLAS and CMS at
8 TeV on the MSHT20 NNLO PDFs in the bottom row is
quite good: the pulls are similar in shape, albeit with
different magnitudes. Finally, the CT18 sensitivities to the
gluon at x ≈ 0.01 in the upper row of Fig. 22 are in
agreement, both in their magnitudes and signs, with the
weak preferences for a lower (higher) gluon exhibited by
the ATLAS (CMS) tt̄ datasets in the LM scan in Fig. 4,
where the respective curves have IDs 12 and 13.
The final dataset influencing the gluon PDF that we will

consider is the HERA combined DIS cross section data in
Fig. 23. As it happened with the 8 TeV CMS jet data, the
pulls by HERA combined data on the gluon distribution are
inverted when going from the reduced to the full CT18
NNLO set, whereas for MSHT20 they remain quite similar.

FIG. 21. Sensitivities of the CMS 8 TeV inclusive jet dataset for the PDFs with T2 ¼ 10 at Q ¼ 100 GeV. Top: CT18 and
CT18As_Lat at NNLO. Bottom: MSHT20 at NNLO and aN3LO.

QUANTIFYING THE INTERPLAY OF EXPERIMENTAL … PHYS. REV. D 108, 034029 (2023)

034029-29

Some data sets lead to similar patterns among all fits and groups!



A. Courtoy—IFUNAM___________L2 sensitivity________________PDF4LHC meeting (2023)


 sensitivities per experiment — global comparisonsL2

… but most don’t:  patterns may help understand the differences in the PDF sets.L2

does result in a noticeable set of pulls on this PDF,
generally opposing that from HERA data at small x,
particularly for ATLASpdf21. The very specific constraint
this dataset brings, though, is on the strange quark, which is
not directly constrained by most of the other datasets in a

global fit. In particular, it has long been known that NuTeV
and CCFR combined dimuon data favor a smaller strange-
ness at x ∼ 0.02, and historically this combination of data
has been the main constraint on the strange quark PDF.
However, this is now compensated by an upwards pull on

FIG. 25. Sensitivities of ATLAS 7 TeV W=Z data at Q ¼ 2 GeV: ATLASpdf21 NNLO (top left), CT18As NNLO (top right),
MSHT20 NNLO (bottom left), MSHT20aN3LO (bottom right).

FIG. 24. Comparison of the gluon PDFs. Left: absolute PDFs at Q ¼ 2 GeV shown for MSHT20 NNLO (purple, solid),
MSHT20aN3LO (green, dashed), CT18 NNLO (brown, dot-dashed) and ATLASpdf21 NNLO (orange, dotted). Right: ratios to
the central MSHT20 NNLO atQ ¼ 100 GeV. Notice that MSHT20aN3LO and CT18As_Lat are not displayed. All ensembles are given
for T2 ¼ 10 (t2 ¼ 9 for ATLAS).

XIAOXIAN JING et al. PHYS. REV. D 108, 034029 (2023)
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CT code, SACOTχ scheme

MSHT code, TR’ scheme
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FIG. 2. L2 sensitivity for the HERA I+II combined inclusive DIS experiment using the CT18, CT18As, and MSHT20 NNLO
PDF sets with T 2 = 10.

15−

10−

5−

0

5

x  -510 -410 -310 -210 0.1 0.2 0.5 0.7 1
15−

10−

5−

0

5

 s
en

si
tiv

ity
)

2
 (L2 χ

Δ

u
d
g
d
u
s
c

=10, Q=2 GeV2H1 and ZEUS combined charm and beauty (1804.01019), CT18NNLO, T

L2LHA Explorer

15−

10−

5−

0

5

x  -510 -410 -310 -210 0.1 0.2 0.5 0.7 1

15−

10−

5−

0

5

 s
en

si
tiv

ity
)

2
 (L2 χ

Δ

u
d
g
d
u
s
c

=10, Q=2 GeV2H1 and ZEUS combined charm and beauty (1804.01019), MSHT20NNLO, T

L2LHA Explorer

5000−

4000−

3000−

2000−

1000−

0

1000

2000

3000

x  -510 -410 -310 -210 0.1 0.2 0.5 0.7 1

5000−

4000−

3000−

2000−

1000−

0

1000

2000

3000

 s
en

si
tiv

ity
)

2
 (L2 χ

Δ

u
d
g
d
u
s
c

=10, Q=2 GeV2 (1302.2864, 1306.3663), MSHT20NNLO, T0LHCb charm and beauty D

L2LHA Explorer

FIG. 3. L2 sensitivity for the H1+ZEUS combined charm and beauty production using the CT18, and MSHT20 NNLO PDF
sets with T 2 = 10.

B. CMS W+c production (
p
s = 7 TeV)

The specific reactions studied in this experiment are pp ! W+ + c̄+X and pp ! W� + c+X, where X is some
production that is not measured. This experiment has its largest contribution coming from s/s̄ and slightly less from
d/d̄. This is due to the most probable Wc production is the s + g ! W� + c and s̄ + g ! W+ + c̄. The initial
gluon parton will produce a cc̄ pair, given enough energy. One of the charm quarks will produce a jet while the other
interacts with the incoming strange parton. This reaction can happen with a down quark as well, but to a lesser
degree as the W boson favors interactions with quarks of the same generation.

Another interesting feature to note is that the L2 sensitivity for s has relatively low sensitivities in all the experiments
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FIG. 3. L2 sensitivity for the H1+ZEUS combined charm and beauty production using the CT18, and MSHT20 NNLO PDF
sets with T 2 = 10.

B. CMS W+c production (
p
s = 7 TeV)

The specific reactions studied in this experiment are pp ! W+ + c̄+X and pp ! W� + c+X, where X is some
production that is not measured. This experiment has its largest contribution coming from s/s̄ and slightly less from
d/d̄. This is due to the most probable Wc production is the s + g ! W� + c and s̄ + g ! W+ + c̄. The initial
gluon parton will produce a cc̄ pair, given enough energy. One of the charm quarks will produce a jet while the other
interacts with the incoming strange parton. This reaction can happen with a down quark as well, but to a lesser
degree as the W boson favors interactions with quarks of the same generation.

Another interesting feature to note is that the L2 sensitivity for s has relatively low sensitivities in all the experiments

xFitter code, TR’ scheme

xFitter code, TR’ scheme

 sensitivities evaluated in xFitterL2 from Lucas Kotz (SMU)
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 sensitivities evaluated in xFitterL2 from Lucas Kotz (SMU)

Sensitivity for a set that is not included in CT analysis but is in MSHT 5
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FIG. 4. L2 sensitivity for the CMS W+c experiment using the CT18, CT18As, and MSHT20 NNLO PDF sets with T 2 = 10.

studied. In the CMS W+c fig. 4, we see that the sensitivity goes as high as ⇠2.5 and as low as ⇠-1.5. This is to be
expected since the W boson is produced in this reaction examined at the LHC. The W boson is a charged electroweak
boson that interacts with charged particles and neutrinos. A typical reaction studied in these experiments will be
g+ u/d ! W+/� + d/u, where u is the up quark in any of the three quark generations and d is the down quark. The
W boson prefers to interact with quarks of the same generation (i.e. c and s). The c produced in this reaction comes
from the gluon by decaying into a cc̄ pair. This is why we see that the s sensitivity diverges from the other quarks.
To produce a c quark in the final stage, an initial s parton is needed. However, in all three PDF sets, they di↵er. For
the CT18 set it prefers a very high s PDF at all x values, but when allowing for a strange asymmetry in CT18As it
prefers a smaller s PDF for all values of x, similar to MSHTnnlo20. The CT18As set prefers a smaller s PDF than
the CT18 in general. This di↵erence is exaggerated when studying the CMS W+c experiment.

C. LHCb c and b production (
p
s = 7 TeV)

Two separate measurements were performed at the LHC for the prompt charm production and the b quark pro-
duction. The approximate ranges of the charm measurement are 10�5 < x < 0.3 and 10�3 < x < 0.7 for the B
meson measurement. The observed c/b tagged jets originate from D/B mesons. These mesons can be produced from
qg ! gc/b, where q is a light quark (u, d, s) and the outgoing gluon can decay into qq̄ pair, or qc/b ! D.

An important feature to note about the MSHT20 L2 sensitivity plots is the extremely large sensitivity in the LHCb
plots. Specifically, the D meson plots have an extremely large sensitivity, unlike all of the other plots produced which
can be seen in Fig. 5. This can be attributed to the dependence of the gluon PDF for the D meson production. The
typical reaction relies on a c/c̄ or s/s̄ quark being produced. As discussed above, the gluon is heavily responsible for
the production of these quarks, whether it is through flavor excitation or creation. When calculating the cross section
of the D meson, the gluon PDF must be included. The L2 plots are in the range of x > 10�5, which is the region
when the gluon PDF becomes negative in the MSHT20 PDF set, as shown in Fig. 1. The negative value in the low-x
region for the gluon is the cause for such unusual sensitivities. This motivated us to introduce further cuts on pT for
the LHCb experiments than already imposed.
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FIG. 4. L2 sensitivity for the CMS W+c experiment using the CT18, CT18As, and MSHT20 NNLO PDF sets with T 2 = 10.

studied. In the CMS W+c fig. 4, we see that the sensitivity goes as high as ⇠2.5 and as low as ⇠-1.5. This is to be
expected since the W boson is produced in this reaction examined at the LHC. The W boson is a charged electroweak
boson that interacts with charged particles and neutrinos. A typical reaction studied in these experiments will be
g+ u/d ! W+/� + d/u, where u is the up quark in any of the three quark generations and d is the down quark. The
W boson prefers to interact with quarks of the same generation (i.e. c and s). The c produced in this reaction comes
from the gluon by decaying into a cc̄ pair. This is why we see that the s sensitivity diverges from the other quarks.
To produce a c quark in the final stage, an initial s parton is needed. However, in all three PDF sets, they di↵er. For
the CT18 set it prefers a very high s PDF at all x values, but when allowing for a strange asymmetry in CT18As it
prefers a smaller s PDF for all values of x, similar to MSHTnnlo20. The CT18As set prefers a smaller s PDF than
the CT18 in general. This di↵erence is exaggerated when studying the CMS W+c experiment.

C. LHCb c and b production (
p
s = 7 TeV)

Two separate measurements were performed at the LHC for the prompt charm production and the b quark pro-
duction. The approximate ranges of the charm measurement are 10�5 < x < 0.3 and 10�3 < x < 0.7 for the B
meson measurement. The observed c/b tagged jets originate from D/B mesons. These mesons can be produced from
qg ! gc/b, where q is a light quark (u, d, s) and the outgoing gluon can decay into qq̄ pair, or qc/b ! D.

An important feature to note about the MSHT20 L2 sensitivity plots is the extremely large sensitivity in the LHCb
plots. Specifically, the D meson plots have an extremely large sensitivity, unlike all of the other plots produced which
can be seen in Fig. 5. This can be attributed to the dependence of the gluon PDF for the D meson production. The
typical reaction relies on a c/c̄ or s/s̄ quark being produced. As discussed above, the gluon is heavily responsible for
the production of these quarks, whether it is through flavor excitation or creation. When calculating the cross section
of the D meson, the gluon PDF must be included. The L2 plots are in the range of x > 10�5, which is the region
when the gluon PDF becomes negative in the MSHT20 PDF set, as shown in Fig. 1. The negative value in the low-x
region for the gluon is the cause for such unusual sensitivities. This motivated us to introduce further cuts on pT for
the LHCb experiments than already imposed.

MSHT code, TR’ scheme xFitter code, TR’ scheme

xFitter code, TR’ scheme

xFitter code, TR’ scheme

NEW
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The goal to achieve precision and accuracy in PDF determination is ultimately related to the 
shape of the likelihood in the multidimensional space of acceptable solutions.


Approaches to determine the shape of the likelihood vary from Hessian to MC, methodological 
choices,…


see talk by P. Nadolsky

The  sensitivity performs a likelihood-ratio test after the fit:


The technique is fast and accessible to many users — requirement: Hessian PDF grids and  
values.


More plots available at the following links:


L2

χ2

Conclusions

https://www.physics.smu.edu/nadolsky/work/pdf4lhc21/L2sens/index2.html
https://www.physics.smu.edu/nadolsky/work/pdf4lhc21/L2sens/index3.html
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Likelihoods in PDF global analyses
The goal to achieve precision and accuracy in PDF determination is ultimately related to the 
shape of the likelihood in the multidimensional space of acceptable solutions.


Approaches to determine the shape of the likelihood vary from Hessian to MC, methodological 
choices,…


see talk by P. Nadolsky


χ2

[Lepage et al., NPB Proc.Suppl.106(2002) 12-20]
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Likelihood probability

Posterior probability
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On which basis are PDFs accepted or rejected?

Likelihood ratios: 

two replicas can be ordered according to their relative likelihood or relative prior.

Prior: replica can be discarded based on  even for P(T2) < P(T1) rlikelihood ∼ 1

Likelihood:  replica can be accepted based on   when  rlikelihood =
P(D |T2)
P(D |T1)

∼ 1 P(T2) ∼ P(T1)

Likelihoods ratios — outside-the-fit test of PDFs 
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Likelihoods in PDF global analyses

Likelihood probability with tolerance prescription

Through the likelihood-ratio test, PDFs with a low, but 

not the lowest,   can be acceptable with some 
probability determined by the tolerance prescription 

χ2

Tolerance historically emerged from tension among experimental data.  
Data from two measurements can both be very precise, but the result of adding both to the PDF fit can be an 
increase in the PDF uncertainty if the data are in tension with each other.


Beyond the  criterion —CT (Tier 2 penalty) and MSHT (dynamic tolerance) 

For data from an experimental measurement to influence the PDF fit in a particular region of x and Q2, 
two conditions usually must be met: 

1. the parton-level dynamics underlying the measurement must substantially depend on a particular PDF 

2. the measurement must have sufficient resolving power to nontrivially contribute to the likelihood function


Δχ2 = 1
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Forward-backward asymmetry

see also [Ball et al, EPJC 2022 82] 

Drell-Yan backward-forward dilepton production is sensitive to light sea and gluon for increasing . Mll

NEW: 

based on predictions from Fu, 

Hou, Yuan, et al.
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Eur. Phys. J. C (2021) 81 :603 Page 17 of 27 603

Fig. 9 The L2 sensitivities computed according to Eq. (5) for
Q = 2 GeV, giving the pulls on the d/u PDF ratio of the
process-dependent data sets fitted by CT (left) and CJ (right).

Upper, middle, lower rows: results for the no d.c., fixed
d.c., and free d.c. fits discussed at the beginning of Sect. 4
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Toward lower Q2

Mid-  analyses encounter additional radiative contributions:

⇨ target mass corrections


⇨ higher-twist corrections — 

⇨ nuclear corrections


Large-  PDFs determined from high  offer a possibility to 

systematically test the leading-power PDFs toward lower .


CT has studied the impact of various corrections, by analyzing CT vs. 
CJ (highlight on deuteron corrections), or examining the quark counting 

rules at mid- .


Q2

𝒪(M2/Q2)

x Q2

Q2

Q2

[Accardi et al, EPJC81]

L2 sensitivity shows the correlation between a given 
PDF configuration and objective function.

Pulls on  when .χ2 f (x) → f (x) + Δf (x)

Pulls affected by cuts, e.g., on deuteron data sets
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Toward lower Q2

Mid-  analyses encounter additional radiative contributions:

⇨ target mass corrections


⇨ higher-twist corrections — 

⇨ nuclear corrections


Large-  PDFs determined from high  offer a possibility to 

systematically test the leading-power PDFs toward lower .


CT has studied the impact of various corrections, by analyzing CT vs. 
CJ (highlight on deuteron corrections), or examining the quark counting 

rules at mid- .


Q2

𝒪(M2/Q2)

x Q2

Q2

Q2

[AKP, PRD105]

[Accardi et al, EPJC81]

L2 sensitivity shows the correlation between a given 
PDF configuration and objective function.

Pulls on  when .χ2 f (x) → f (x) + Δf (x)

Pulls affected by cuts, e.g., on deuteron data sets
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realistic APV PDF 
impact studies will 
require careful 
understanding of 
systematics
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(W 2 = 12.9 GeV2)

NEW: 

CT18 NNLO correlations with FγZ
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→ PDF correlations 
suggest strong potential 
sensitivity to high-x 
valence-like combinations

NEW: 

CT18 NNLO correlations with FγZ

3
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2019-09-28 P. Nadolsky, PDFLattice'2019 workshop 2

Hessian method: Pumplin et al., 2001

hep-ph/0110378
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!! sensitivity, definition

2019-09-28 P. Nadolsky, PDFLattice'2019 workshop 3

!!,#!(#) for experiment # is the estimated Δ&$% for this experiment when 
a PDF '&((', *') increases by the +68% c.l. Hessian PDF uncertainty

A fast version of the Lagrange Multiplier scan of !!" along the direction of "#($$ , &$)!


