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ATLAS & HPCs

● Used in production for 20 years
○ Mostly Nordic HPCs since the beginning
○ Distributed NDGF-T1 -> site managed data transfers: data preplaced/uploaded outside the 

running job
○ Several PRACE HPCs used for limited amount of time
○ CSCS PizDaint demonstrated for Tier0-like processing of B-stream triggers when CERN T0 was 

not sufficient
○ Experiment with Chinese HPCs: used 4 top HPCs for Geant4 for few years, not any more
○ US HPCs: Mira/Argonne for extensive Event Generation, Cori/NERSC and Titan/ORNL for 

Geant4 and more

● In most cases, usage was opportunistic through approved projects and limited 
in time and consumed CPU hours
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ATLAS compute resources
A
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Today

● Extensive usage of EuroHPC resources, mostly Vega/SI and Karolina/CZ
○ Vega runs all workflows including user analysis through PanDA
○ All HPCs included in central production system through Harvester and arcControlTower
○ Closed HPCs execute payload in fat containers, open HPCs use cvmfs

● Nordic resources: some stayed on HPCs, some migrated to national cloud 
infrastructure

● Other EU HPCs: 
○ MareNostrum4/ES
○ CSCS PizDaint, ALPS

● NERSC Perlmutter, TACC Frontera 
● UM6P/Morocco HPC, intentions to become Tier-2 in the future 
● More expected next year, Leonardo, DE HPCs, …
● Some EU countries plan to provide significant WCLG pledges on HPCs
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EuroHPC Joint Undertaking
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EuroHPC Machines

6

https://eurohpc-ju.europa.eu/supercomput
ers/our-supercomputers_en



Petascale systems
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Is there any interest to explore quantum for 
generators?



EuroHPC Timeline
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TOP 500 June 2023 
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Existing HPCs and technologies

● Homogeneous HPCs are slowly going away, at least in EU
○ CPUs still needed by many users
○ Large increase in GPU demands, especially for AI

● Characteristics of EuroHPCs, 2-5 partitions
○ CPU partition: 100-200k cores (5M HS23), mostly AMD, some Intel (Leonardo, MN5), one AMD 

(Fujitsu)
■ Applications that have difficulties in porting to accelerators
■ Data intensive applications
■ Some have service partition for long lived user/group services (cloud like)
■ 2-4GB memory/core
■ Typically NO node local drive

○ GPU partition: NVIDIA in most cases,  AMD MI250X on LUMI
■ 50-15k GPUs mostly A100, largely depending on investment (20-300M€)

○ Interconnect, Mellanox IB in most cases
○ Mostly Eviden (Atos), one HPE/Cray
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Some EuroHPC guidelines

● Development/Benchmarking available an ALL EuroHPCs
○ Free of charge, no peer review, monthly calls, ~1M CPU , 50k GPU core hours on each HPC
○ Horizon eligibility criteria (except in France with embargo for some countries)

● In development, CI/CD for CoE (approved SW development), infrastructure 
could be used by others (HEP)

● Development support provided by HPC centers and upcoming EU EPICURE 
project

● 50% of HPC resources - EU Calls, long term allocations also possible
● National share - allocation through  Hostiting Entity directly
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Best practices on using HPCs

● Full node allocations 
○ Some HPCs allocate cores, others only allow large jobs
○ Evgens should be at least multicore, possibly with MPI support - this can work on grid as well
○ Important to scale up to 1k cores in the future (per node)

● Jobs need to be shorter than 1 day, best is 6-12 hours
○ Faster turnaround for multi-user systems

● Most compute power will be on accelerators
○ Use it if available at runtime
○ API standardization still problematic, though apps like tensorflow are ported to NVIDIA and AMD - 

“easy” for users
● Effort in development should be spent on generators where HPC impact is 

significant. When grid is sufficient, there is no point to overdevelop
● Grid nodes are becoming very similar to HPC nodes in capacity, development would 

have much in common
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EuroHPC near future

● JUPITER/Julich: 1st EU Exascale
○ EU Rhea-1 ARM64 CPU based on 

Neoverse V1 - SiPearl
○ NVIDIA G*** 

● Partnership with Japan on ARM 
CPU/GPU development

● Upcoming mid-range EuroHPCs 
(Greece, Sweden), 
○ likely AMD/NVIDIA
○ Similar specs to others (1k CPU nodes, 

200-300 GPU nodes)
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JULES VERNE/Genci (FR)

1. Fallback design, similar to Jupiter
○ Rhea-2 ARM CPU (designed finished)
○ GPU: NVIDIA or AMD or something else

2. Uniform partition with accelerated ARM, similar to NVIDIA Grace-Hopper 
○ Unified memory
○ CXL enabled: virtual partitioning, eg CPU cores are allocated to CPU partition, accelerator to 

GPU partition - splitting compute, network, memory on the same node and allocating to 
different use cases

○ Estimated of 1.2M scalar cores and 20k GPUs 
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EPI - ARM Roadmap
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EPI - RISC-V

● The other EuroHPC option based on 
RISC-V

● Prototypes delivered already, though 
not even close to desired HPC 
performance 

● Timeline for 1st chip in 2026/27
● Post Exascale EuroHPC is foreseen to 

be based on RISC-V, with fallback to 
ARM
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HPC trends (in EU)

● Today: mostly x86_64 + NVIDIA, with some other similar architectures
○ Experimenting with FPGAs on some HPC centres

● 2024/25:
○ X86_64 might fade away, but will still be present for limited functionality, eg services, cloud infrastructure, 

management and monitoring, but limited compute power
○ ARM CPUs will likely get the largest share, especially if Jupiter HPC works well
○ NVIDIA and AMD GPUs will dominate
○ Development/testing partitions with exotic hardware on many EU HPCs (non-production hardware)
○ On CPUs, most performance will come from vector extensions (AVX512, SVE256) - vector parallelism is crucial 

● 2026-27:
○ ARM with scalar and accelerated capabilities likely to become the standard (SiPearl, NVIDIA, 

Fujitsu/Fugaku2)
○ RISC-V might become production ready, too early to say
○ Power* might be important in US, but EU will likely push for its own CPUs
○ Quantum Computer on EuroHPC centers might be usable 
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Conclusions

● CPU architecture will be more diverse in the next 5 years, ARM taking a 
significant share, potentially with RISC-V

● Accelerated part will likely become embedded, CPU or GPU only chips will be 
deprecated

● ARM and RISC-V extensible architecture will support addons of FPGAs and 
other dedicated components (eg I/O …)

● In EU, significant investment (7B€) in HPCs till 2027. Member states will likely 
build HPCs in cooperation with EuroHPC, less funding for national only HPCs

● At least in EU, fast development access to all HPCs resources is provided, also 
to prototype partitions with testing hardware

● It’s time to think on quantum computing, it might be usable in 3-4 years.
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