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Setting the Scene…
• Parton distribution functions (PDFs): a key ingredient in hadron collider physics!  
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Introduction
● Parton Distribution Functions (PDFs) are a crucial input and key output of 

collider physics.
● Collider physics relies on QCD Collinear factorisation:

DIS:                         Hadron-Hadron (pp):

Cai fi 
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● Separate short distance perturbative physics in coefficient functions and hard 

cross-sections from non-perturbative long distance PDFs.
● PDFs are universal and evolve between scales by DGLAP equations.
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• QCD factorization: perturbative physics separated from universal non-perturbative PDFs
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Factorization ) fDIS
i (x,Q2) ⌘ {fCollider

i (x,Q2)} Drell Yan, Jets, Higgs…

• PDFs at different scales connected by DGLAP evolution
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● Separate short distance perturbative physics in coefficient functions and hard 

cross-sections from non-perturbative long distance PDFs.
● PDFs are universal and evolve between scales by DGLAP equations.
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• Foundation of global PDF fits: use data at different scales and processes to extract PDFs.
2

etc…

Collinear, unpolarized



Why do we care about PDFs?
• The LHC is a Standard Model precision machine, and PDFs are a key ingredient in this. Increasingly a 

limiting factor:

W mass

W boson mass measurement

4

✦ PDFs are key inputs for precision programs at hadron colliders, e.g., precision electroweak measurements, 
searches for new physics beyond the SM, especially non-resonance signatures hiding in high mass tails 
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W Boson Mass Measurements from Different Experiments

SM expectation: M
W

 = 80,357 ± 4
inputs

 ± 4
theory

 (PDG 2020)
LHCb measurement : M

W
 = 80,354 ± 23

stat
 ± 10

exp
 ± 17

theory
 ± 9
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(a) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the Tevatron.

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

   
   

  d

-210

-110

1

10    LHC 7−W

du

dc
sc

su

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

   
   

 d

-210

-110

1

10    LHC 7W+

du

dc

sc

su

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

   
   

  d

-210

-110

1

10   LHC 70Z
uu

cc

ssdd

(b) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 7 TeV.
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(c) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 14 TeV.

Figure 7: Partonic contributions to the differential cross section of on-shell W±/Z boson production at LO as a
function of the vector boson rapidity. Partonic contributions containing a strange or anti-strange quark are denoted

by (red) dashed and (blue) dot-dashed lines. The solid lines show the total contribution.

duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (

√
S = 1.96 TeV) and

the LHC with
√
S = 7 TeV and

√
S = 14 TeV. The

solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For

√
S = 7 TeV, the

PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With

√
S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints
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(a) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the Tevatron.
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√
S = 14 TeV.
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duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (
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solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
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rapidities up to ∼ 4.5. With

√
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might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints

W-boson charge W+ W� Combined
Kinematic distribution p`T mT p`T mT p`T mT

�mW [MeV]
Fixed-order PDF uncertainty 13.1 14.9 12.0 14.2 8.0 8.7
AZ tune 3.0 3.4 3.0 3.4 3.0 3.4
Charm-quark mass 1.2 1.5 1.2 1.5 1.2 1.5
Parton shower µF with heavy-flavour decorrelation 5.0 6.9 5.0 6.9 5.0 6.9
Parton shower PDF uncertainty 3.6 4.0 2.6 2.4 1.0 1.6
Angular coe�cients 5.8 5.3 5.8 5.3 5.8 5.3

Total 15.9 18.1 14.8 17.2 11.6 12.9

Table 3: Systematic uncertainties in the mW measurement due to QCD modelling, for the di↵erent kinematic dis-
tributions and W-boson charges. Except for the case of PDFs, the same uncertainties apply to W+ and W�. The
fixed-order PDF uncertainty given for the separate W+ and W� final states corresponds to the quadrature sum of
the CT10nnlo uncertainty variations; the charge-combined uncertainty also contains a 3.8 MeV contribution from
comparing CT10nnlo to CT14 and MMHT2014.

6.5 Uncertainties in the QCD modelling

Several sources of uncertainty related to the perturbative and non-perturbative modelling of the strong
interaction a↵ect the dynamics of the vector-boson production and decay [33, 102–104]. Their impact
on the measurement of mW is assessed through variations of the model parameters of the predictions
for the di↵erential cross sections as functions of the boson rapidity, transverse-momentum spectrum at
a given rapidity, and angular coe�cients, which correspond to the second, third, and fourth terms of
the decomposition of Eq. (2), respectively. The parameter variations used to estimate the uncertainties
are propagated to the simulated event samples by means of the reweighting procedure described in Sec-
tion 6.4. Table 3 shows an overview of the uncertainties due to the QCD modelling which are discussed
below.

6.5.1 Uncertainties in the fixed-order predictions

The imperfect knowledge of the PDFs a↵ects the di↵erential cross section as a function of boson rapidity,
the angular coe�cients, and the pW

T distribution. The PDF contribution to the prediction uncertainty is
estimated with the CT10nnlo PDF set by using the Hessian method [105]. There are 25 error eigenvectors,
and a pair of PDF variations associated with each eigenvector. Each pair corresponds to positive and
negative 90% CL excursions along the corresponding eigenvector. Symmetric PDF uncertainties are
defined as the mean value of the absolute positive and negative excursions corresponding to each pair of
PDF variations. The overall uncertainty of the CT10nnlo PDF set is scaled to 68% CL by applying a
multiplicative factor of 1/1.645.

The e↵ect of PDF variations on the rapidity distributions and angular coe�cients are evaluated with
DYNNLO, while their impact on the W-boson pT distribution is evaluated using Pythia 8 and by re-
weighting event-by-event the PDFs of the hard-scattering process, which are convolved with the LO
matrix elements. Similarly to other uncertainties which a↵ect the pW

T distribution (Section 6.5.2), only

18
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Figure 2: Transverse-momentum distribution of / bosons predicted with DYTurbo [36] at different values of Us (</ ),
using the MSHT20 PDF set [37]. The impact of changing Us (</ ) on the PDFs is included.

2 ATLAS detector and data sample

The ATLAS experiment [46] at the LHC is a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4c coverage in solid angle.3 It consists of an inner tracking
detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic
and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity
range |[ | < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors.
Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements
with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range
(|[ | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters for both the EM and
hadronic energy measurements up to |[ | = 4.9. The muon spectrometer surrounds the calorimeters and is
based on three large superconducting air-core toroidal magnets with eight coils each. The field integral of
the toroids ranges between 2.0 and 6.0 T m across most of the detector. The muon spectrometer includes a
system of precision chambers for tracking and fast detectors for triggering. A three-level trigger system is
used to select events. The first-level trigger is implemented in hardware and uses a subset of the detector
information to accept events at a rate of at most 75 kHz. This is followed by two software-based trigger
levels that together reduce the accepted event rate to 400 Hz on average depending on the data-taking
conditions during 2012. An extensive software suite [47] is used in data simulation, in the reconstruction
and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition
systems of the experiment. The data were collected by the ATLAS detector in 2012 at a centre-of-mass

3 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis
points upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis.
The pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan(\/2). Angular distance is measured in units of
�' ⌘

p
(�[)2 + (�q)2.

4
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(a) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the Tevatron.
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(b) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
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(c) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 14 TeV.
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duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (
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solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
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of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For
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PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With
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S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints
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(a) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the Tevatron.
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(b) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 7 TeV.

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

  d

-210

-110

1

10
   LHC 14−W

du
dc

sc

su

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

  d

-210

-110

1

10
   LHC 14W+

du

dc

sc

su

           y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

 d

-210

-110

1

10
  LHC 140Z

uu

cc

ssdd

(c) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 14 TeV.

Figure 7: Partonic contributions to the differential cross section of on-shell W±/Z boson production at LO as a
function of the vector boson rapidity. Partonic contributions containing a strange or anti-strange quark are denoted

by (red) dashed and (blue) dot-dashed lines. The solid lines show the total contribution.

duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (

√
S = 1.96 TeV) and

the LHC with
√
S = 7 TeV and

√
S = 14 TeV. The

solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For

√
S = 7 TeV, the

PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With

√
S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints

W-boson charge W+ W� Combined
Kinematic distribution p`T mT p`T mT p`T mT

�mW [MeV]
Fixed-order PDF uncertainty 13.1 14.9 12.0 14.2 8.0 8.7
AZ tune 3.0 3.4 3.0 3.4 3.0 3.4
Charm-quark mass 1.2 1.5 1.2 1.5 1.2 1.5
Parton shower µF with heavy-flavour decorrelation 5.0 6.9 5.0 6.9 5.0 6.9
Parton shower PDF uncertainty 3.6 4.0 2.6 2.4 1.0 1.6
Angular coe�cients 5.8 5.3 5.8 5.3 5.8 5.3

Total 15.9 18.1 14.8 17.2 11.6 12.9

Table 3: Systematic uncertainties in the mW measurement due to QCD modelling, for the di↵erent kinematic dis-
tributions and W-boson charges. Except for the case of PDFs, the same uncertainties apply to W+ and W�. The
fixed-order PDF uncertainty given for the separate W+ and W� final states corresponds to the quadrature sum of
the CT10nnlo uncertainty variations; the charge-combined uncertainty also contains a 3.8 MeV contribution from
comparing CT10nnlo to CT14 and MMHT2014.

6.5 Uncertainties in the QCD modelling

Several sources of uncertainty related to the perturbative and non-perturbative modelling of the strong
interaction a↵ect the dynamics of the vector-boson production and decay [33, 102–104]. Their impact
on the measurement of mW is assessed through variations of the model parameters of the predictions
for the di↵erential cross sections as functions of the boson rapidity, transverse-momentum spectrum at
a given rapidity, and angular coe�cients, which correspond to the second, third, and fourth terms of
the decomposition of Eq. (2), respectively. The parameter variations used to estimate the uncertainties
are propagated to the simulated event samples by means of the reweighting procedure described in Sec-
tion 6.4. Table 3 shows an overview of the uncertainties due to the QCD modelling which are discussed
below.

6.5.1 Uncertainties in the fixed-order predictions

The imperfect knowledge of the PDFs a↵ects the di↵erential cross section as a function of boson rapidity,
the angular coe�cients, and the pW

T distribution. The PDF contribution to the prediction uncertainty is
estimated with the CT10nnlo PDF set by using the Hessian method [105]. There are 25 error eigenvectors,
and a pair of PDF variations associated with each eigenvector. Each pair corresponds to positive and
negative 90% CL excursions along the corresponding eigenvector. Symmetric PDF uncertainties are
defined as the mean value of the absolute positive and negative excursions corresponding to each pair of
PDF variations. The overall uncertainty of the CT10nnlo PDF set is scaled to 68% CL by applying a
multiplicative factor of 1/1.645.

The e↵ect of PDF variations on the rapidity distributions and angular coe�cients are evaluated with
DYNNLO, while their impact on the W-boson pT distribution is evaluated using Pythia 8 and by re-
weighting event-by-event the PDFs of the hard-scattering process, which are convolved with the LO
matrix elements. Similarly to other uncertainties which a↵ect the pW

T distribution (Section 6.5.2), only
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and other LHC measurements…
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High-mass BSM cross-sections
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BLUE: vary sin2"eff for fixed pdf
ORANGE: NNPDF3.0 pdf uncertainty for fixed sin2"eff

… such as precision MW, sin2"W (where small discrepancies may indicate BSM physics) 
and Higgs, are also limited by pdf uncertainties at medium x, where we know 
pdfs best!

AFB: forward-backward asymmetry

13

PDFs in  - CMSsin2 θl
eff

LHC measurements rely on the correlation pattern in the PDFs to reduce their 
impact on the weak mixing angle

PDF uncertainty of  vs 
MSHT14/NNPDF30 spread of 

3 ⋅ 10−4

6 ⋅ 10−4

PDF reweighting
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Figure 2: Transverse-momentum distribution of / bosons predicted with DYTurbo [36] at different values of Us (</ ),
using the MSHT20 PDF set [37]. The impact of changing Us (</ ) on the PDFs is included.

2 ATLAS detector and data sample

The ATLAS experiment [46] at the LHC is a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4c coverage in solid angle.3 It consists of an inner tracking
detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic
and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity
range |[ | < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors.
Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements
with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range
(|[ | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters for both the EM and
hadronic energy measurements up to |[ | = 4.9. The muon spectrometer surrounds the calorimeters and is
based on three large superconducting air-core toroidal magnets with eight coils each. The field integral of
the toroids ranges between 2.0 and 6.0 T m across most of the detector. The muon spectrometer includes a
system of precision chambers for tracking and fast detectors for triggering. A three-level trigger system is
used to select events. The first-level trigger is implemented in hardware and uses a subset of the detector
information to accept events at a rate of at most 75 kHz. This is followed by two software-based trigger
levels that together reduce the accepted event rate to 400 Hz on average depending on the data-taking
conditions during 2012. An extensive software suite [47] is used in data simulation, in the reconstruction
and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition
systems of the experiment. The data were collected by the ATLAS detector in 2012 at a centre-of-mass

3 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis
points upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis.
The pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan(\/2). Angular distance is measured in units of
�' ⌘

p
(�[)2 + (�q)2.

4
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Figure 10: Values of sin2 q`eff measured with the AFB and A4 fits, for seven alternative PDF sets,
combining the four detection channels and using the full Run 2 data sample. The orange line
and the yellow band correspond to the default result, obtained with the CT18Z PDFs. The green
open squares show the results obtained without profiling the corresponding PDF uncertainties.
For the AFB-based result, the violet error band represents the PDF uncertainty while the black
error bar represents the total uncertainty.
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Figure 11: Comparison of the sin2 q`eff values measured in this analysis with previous measure-
ments and the SM prediction.

the CT18Z set of parton densities, the result is

sin2 q`eff = 0.23157 ± 0.00010 (stat) ± 0.00015 (syst) ± 0.00009 (theo) ± 0.00027(PDF).

The total uncertainty, dominated by the PDF term, is 0.00031, accounting for correlated uncer-
tainties; it varies between 0.00024 and 0.00035, depending on the PDF set used. For the central
values of the CT18Z set, the combined statistical and experimental systematic uncertainty is
0.00014. The measured sin2 q`eff value is in good agreement with the standard model predic-
tion, 0.23155 ± 0.00004, and is the most precise among the hadron-collider measurements. The
precision is comparable to that of the two most precise measurements performed in e+e� col-
lisions at LEP and SLD, with respective uncertainties of 0.00026 and 0.00029. We have also
measured the A4 coefficient differentially, as a function of the dilepton’s mass and rapidity, a
result that can be used in combination with other LHC measurements and in improvements of
the sin2 q`eff measurement with future PDF sets.
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Measurement of the Drell-Yan forward-backward
asymmetry and of the effective leptonic weak mixing angle

using proton-proton collisions at
p

s = 13 TeV
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Abstract

The forward-backward asymmetry in Drell–Yan production and the effective leptonic
electroweak mixing angle are measured using a sample of proton-proton collisions atp

s = 13 TeV collected by the CMS experiment and corresponding to an integrated
luminosity of 137 fb�1. The measurement uses both dimuon and dielectron events,
and is performed as a function of the dilepton’s mass and rapidity. Using the CT18Z
set of parton distribution functions (PDF), we obtain

sin2 q`eff = 0.23157 ± 0.00010(stat)± 0.00015(syst)± 0.00009(theo)± 0.00027(PDF),

the total uncertainty being 0.00031. The measured value agrees with the standard
model prediction. The total uncertainty varies between 0.00024 and 0.00035, depend-
ing on the PDF set. This is the most precise sin2 q`eff measurement at a hadron collider,
with a precision comparable to the results obtained at LEP and SLD.
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2.2.1.1 Gluon fusion

In this section we document cross section predictions for a standard model Higgs boson produced through
gluon fusion in 27 TeV pp collisions. To derive predictions we include contributions based on pertur-
bative computations of scattering cross sections as studied in Ref. [47]. We include perturbative QCD
corrections through next-to-next-to-next-to-leading order (N3LO), electroweak (EW) and approximated
mixed QCD-electroweak corrections as well as effects of finite quark masses. The only modification
with respect to YR4 [45] is that we now include the exact N3LO heavy top effective theory cross section
of Ref. [48] instead of its previous approximation. The result of this modification is only a small change
in the central values and uncertainties. To derive theoretical uncertainties we follow the prescriptions
outlined in Ref. [47]. We use the following inputs:

ECM 27 TeV
mt(mt) 162.7 GeV
mb(mb) 4.18 GeV

mc(3 GeV) 0.986 GeV
↵S(mZ) 0.118

PDF PDF4LHC15_nnlo_100 [49]

(5)

All quark masses are treated in the MS scheme. To derive numerical predictions we use the program
iHixs [50].

Sources of uncertainty for the inclusive Higgs boson production cross section have been assessed
recently in refs. [47, 51, 52, 45]. Several sources of theoretical uncertainties were identified.

0 20 40 60 80 100

0

2

4

6

8

10

12

Collider Energy / TeV

�
i/�

to
ta
l×
1
0
0
%

�(scale)

�(PDF-TH)

�(EW)
�(t,b,c)

�(1/mt)

�(PDF+�s)

Fig. 1: The figure shows the linear sum of the different sources of relative uncertainties as a function
of the collider energy. Each coloured band represents the size of one particular source of uncertainty as
described in the text. The component �(PDF+↵S) corresponds to the uncertainties due to our imprecise
knowledge of the strong coupling constant and of parton distribution functions combined in quadrature.

– Missing higher-order effects of QCD corrections beyond N3LO (�(scale)).
– Missing higher-order effects of electroweak and mixed QCD-electroweak corrections at and be-

yond O(↵S↵) (�(EW)).
– Effects due to finite quark masses neglected in QCD corrections beyond NLO (�(t,b,c) and �(1/mt)).
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• The LHC is a Higgs factory: PDFs play a key role here.

M. Cepeda et al., 1902.00134

• The LHC is a BSM search machine. Often need 
PDFs here.

3

PDFs as a “necessary evil”

Accurate knowledge of the PDFs crucial for direct searches for new physics 
and for indirect searches through precision measurements

ATLAS-CONF-2023-004

• High mass = high     , where PDFs are less well 
known. Key when looking for small/smooth 
deviations.
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PDFs at the LHC
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PDF uncertainty is often the dominant source of uncertainty in LHC cross sections

Precision

[Plot from the CERN Yellow Report 2016]

Discovery

[EPJC 76 (2016) 53]

Emanuele R. Nocera (UNITO) Collinear PDFs 23 October 2023 2 / 28

Image Credit: Emanuele Nocera
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27th March 2023 Thomas Cridge     -     Precision PDFs

Motivation
● Key input to almost all calculations/measurements at colliders  Need both →

accuracy and precision. Moreover, often a dominant contribution to uncertainty.

3) Beyond Standard Model (BSM) Searches:

- Either look in high-energy tails of distributions  requires → large x PDFs.

- Or look for small deviations from SM  requires precision PDFs.→

1

Gluon, e.g. for dijet searches, at high x central values differ and 
uncertainty blows up → Lack of data constraint PDF + SMEFT combined fit – 

Ubiali et al (2104.02723)

See talk by T.M.P. 
Tait this morning!

7/39

Image Credit: Tom Cridge



5

Global PDF Fits

measure predictfit

• Basic idea is simple: but many ingredients enter! Three key areas:

Methodology

• PDF parameterisation, 
uncertainty prescription…

Data

• Aim: high precison theory + wide range of data        precise + accurate PDFs

• Alternative/complementary route: input from lattice.

• From fixed target, to HERA 
DIS and collider. LHC data 
increasingly important.

Theory

• High precision: NNLO QCD 
+ NLO EW the standard 

0

0.4

0.8

1.2

0.0001 0.001 0.01 0.1 1

MSHT20NNLO, Q2 = 104 GeV2

xf(x,Q2)

g/10

uV

dV

du

s

c

b
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Parton Distribution Functions
 Ann.Rev.Nucl.Part.Sci. 70 (2020) 43-76Predictions at a hadron collider 

require knowledge of the PDFs


Cross-sections calculated as 
convolution of short-distance 
cross-sections with Parton 
Distribution Functions (PDFs)


A universal quantity, PDFs are 
inferred from a given set of 
measurements and can be used to 
predict any cross-section 

3

Sources of PDF uncertainties

Dataset choice

Experimental uncertainties

Statistical + systematics

Correlations


 definition

Outliers treatment
χ2

Data = PDF ⊗ σH

Parametrization choice

Regularization            
(what is a good PDF?)

Uncertainties prescription 
(i.e. tolerances)

Perturbative order 
(NLO, NNLO, …)

Heavy-flavor scheme 
(FONLL, RT, ACOT, …)

Perturbative scales

Theory calculations 
(qT-subtr, antenna, …)

Stat./Grid accuracies

Experimental: Methodological: Theoretical:



Global PDF fits: datasets
Process Subprocess Partons x range

Fixed Target

`± {p, n}! `± + X �⇤q! q q, q̄, g x & 0.01
`± n/p! `± + X �⇤ d/u! d/u d/u x & 0.01
pp! µ+µ� + X uū, dd̄ ! �⇤ q̄ 0.015 . x . 0.35
pn/pp! µ+µ� + X (ud̄)/(uū)! �⇤ d̄/ū 0.015 . x . 0.35
⌫(⌫̄) N ! µ�(µ+) + X W⇤q! q0 q, q̄ 0.01 . x . 0.5
⌫N ! µ�µ+ + X W⇤s! c s 0.01 . x . 0.2
⌫̄N ! µ+µ� + X W⇤ s̄! c̄ s̄ 0.01 . x . 0.2

Collider DIS

e± p! e± + X �⇤q! q g, q, q̄ 0.0001 . x . 0.1
e+ p! ⌫̄ + X W+ {d, s}! {u, c} d, s x & 0.01
e±p! e± cc̄ + X �⇤c! c, �⇤g! cc̄ c, g 10�4 . x . 0.01
e±p! e± bb̄ + X �⇤b! b, �⇤g! bb̄ b, g 10�4 . x . 0.01
e±p! jet + X �⇤g! qq̄ g 0.01 . x . 0.1

Tevatron

pp̄! jet + X gg, qg, qq! 2 j g, q 0.01 . x . 0.5
pp̄! (W± ! `±⌫) + X ud ! W+, ūd̄ ! W� u, d, ū, d̄ x & 0.05
pp̄! (Z ! `+`�) + X uu, dd ! Z u, d x & 0.05
pp̄! tt̄ + X qq! tt q x & 0.1

LHC

pp! jet + X gg, qg, qq̄! 2 j g, q 0.001 . x . 0.5
pp! (W± ! `±⌫) + X ud̄ ! W+, dū! W� u, d, ū, d̄, g x & 10�3

pp! (Z ! `+`�) + X qq̄! Z q, q̄, g x & 10�3

pp! (Z ! `+`�) + X, p? gq(q̄)! Zq(q̄) g, q, q̄ x & 0.01
pp! (�⇤ ! `+`�) + X, Low mass qq̄! �⇤ q, q̄, g x & 10�4

pp! (�⇤ ! `+`�) + X, High mass qq̄! �⇤ q̄ x & 0.1
pp! W+c̄,W�c sg! W+c, s̄g! W�c̄ s, s̄ x ⇠ 0.01
pp! tt̄ + X gg! tt g x & 0.01
pp! D, B + X gg! cc̄, bb̄ g x & 10�6, 10�5

pp! J/ ,⌥ + pp �⇤(gg)! cc̄, bb̄ g x & 10�6, 10�5

pp! � + X gq(q̄)! �q(q̄) g x & 0.005

Table 1: Overview of the various hard–scattering processes which are used to constrain PDFs in a global analysis. In each case
we indicate the hadron–level process and the corresponding dominant parton–level process, as well as the partons which are
constrained by each specific process in a given range of x. This table is an extended version of Table 1 of [124]. The x ranges are
merely indicative and based on approximate leading–order kinematics.

For the NC DIS structure functions F2 and F3, as defined in (4), the quark parton model expressions are
given by

h
F�
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�Z
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Z
2

i
= x

n fX

i=1
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i , 2eigi
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n fX
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h
0, 2eigi

A, 2gi
Vgi

A

i
(qi � q̄i) , (33)

while the longitudinal structure function vanishes in this model, FL = 0, and the superscripts on the LHS
indicate the gauge boson which is being interchanged, as well as the contribution from the �Z interference
term. ei is the electric charge of the quark of flavour i and the weak couplings are given by gi

V = ±
1
2 �

20

Figure 5: Left plot: D meson production in CC neutrino-induced DIS. This is known as the ‘dimuon’ process, since
events are tagged when the D meson decays semi–leptonically, with the pair of oppositely–charged muons providing
a clean signature. Right plot: charm production in neutral current DIS at leading order proceeds via the photon–gluon
fusion process, highlighting its sensitivity to the gluon PDF.

This HERA legacy combination of DIS inclusive structure functions supersedes all previous inclusive
measurements from H1 and ZEUS, including the Run I combined dataset [129] as well as the separate mea-
surements by the two experiments from Run II [199–202]. The impact of replacing these individual datasets
by the final HERA combination of inclusive structure functions has been studied by di↵erent groups [203–
205], and is found to be quite moderate in general. We also note that previous measurements of the longitu-
dinal structure function FL by the H1 and ZEUS collaborations [200, 206, 207] are now superseded by the
final inclusive HERA combination.

Theoretical calculations and tools
The coe�cient functions of the DIS structure functions in the NC case are available up to O

⇣
↵3

s

⌘
in the

massless limit [208, 209], and up to O
⇣
↵2

s

⌘
taking into account heavy quark mass e↵ects [155, 156], though

there has been considerable recent progress towards the completion of theO
⇣
↵3

s

⌘
calculation of massive DIS

structure functions [210, 211], in particular of the terms that dominate in the Q2
� m2 limit. For charged

current structure functions, massless coe�cients are available up toO
⇣
↵3

s

⌘
and massive coe�cient functions

up to O
⇣
↵2

s

⌘
[157]. For heavy–quark initiated processes, massive coe�cient functions are available only up

to O (↵s) [212].
These coe�cient functions have been implemented in a number of private and public codes, which al-

low the e�cient calculation of DIS structure functions using state–of-the–art theoretical information, such
as QCDNUM [60], APFEL [58],3 and OpenQCDrad [214]. The lengthy exact expressions for the NNLO DIS
coe�cient functions are also available in the form of more compact interpolated expressions, which reduce
the computational burden of their evaluation and allows for e�cient evaluation of DIS cross sections. More-
over, DIS structure functions can be evaluated either in terms of the heavy quark pole mass or in terms of
the running MS mass, as discussed in [214]. This statement is valid both in the FFNS as well as in any
GM–VFNS, see for instance the discussion of the FONLL case in [175].

3The APFEL program is currently being rewritten into C++ [213].
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• From fixed target, to HERA DIS and collider. LHC data increasingly 
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Ndataset ⇠ 50� 60
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Npts ⇠ 4000� 5000
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Parton Distribution Functions
 Ann.Rev.Nucl.Part.Sci. 70 (2020) 43-76Predictions at a hadron collider 

require knowledge of the PDFs


Cross-sections calculated as 
convolution of short-distance 
cross-sections with Parton 
Distribution Functions (PDFs)


A universal quantity, PDFs are 
inferred from a given set of 
measurements and can be used to 
predict any cross-section 

Kinematic Coverage

• Global fits achieve broad coverage 
from low to high    , and over many 
orders of magnitude in     .x
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Precision TheoryTIMELINE FOR NNLO

[based on slide by M. Grazzini; QCD@LHC 2019]

Z+b-jet
VH

nested soft-coll.

γγγ2jets

Z@𝒪(αsα)

WH

WH( )mb ≠ 0

9

➤ Remarkable progress in the development of methods to perform NNLO computations! 

• Has been significant progress in perturbative 
calculations: NNLO QCD + NLO EW now long 
been the standard.

• Not simply question of adding in a bit more precision. 
E.g. NNLO QCD is essential to give good 
description to global data set (LHC in particular).

Image Credit: Tom Cridge

MSHT20

8



Methodology

• Two distinct methodologies on the market to 
parameterising PDFs: Neural Nets (NNPDF) 
or Explicit Parameterisation (CT, MSHT). 

Understanding the Fitting Methodology

• Two fitting techniques - Neural Nets (NNPDF) or Explicit Parameterisation (CT, MSHT).

• Different approaches to PDF error definition - include explicit `tolerance’ or not to account for tensions/
inconsistencies in fit or not, and if so how to do it.

10°5 10°4 10°3 10°2 10°1

x

0.00

0.02

0.04

0.06

0.08

0.10
xß, PDF errors, Q2 = 104 GeV2

MSHT20
NNPDF4.0
CT18

fi(x,Q0) :
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We emphasise that the above discussion only corresponds to quite general expectations (as opposed to
direct QCD predictions), which do not for example account for the scale dependence of the PDFs. Thus
while the high and low x form of Eq. (71) is usually adopted, in modern fits the values of the powers
themselves are more generally left free where there is su�cient data to constrain them.

The I f (x) in Eq. (71) is the interpolating function, which determines the behaviour of the PDFs away
from the x ! 0 and 1 limits, where it tends to a constant value. This is assumed to be a smoothly varying
function of x, for which a variety of choices have been made in the literature. The simplest ansatz, which
has been very widely used, is to take a basic polynomial form in x (or

p
x), such as

I f (x) = 1 + c f
p

x + d f x + ... . (72)

Forms of this type are for example taken by the CJ and HERAPDF groups as well as in the MSTW08
analysis. A similar approach, but where the polynomial enters as the exponent of a power of x or a simple
exponential function, are taken by ABM and earlier CT sets, respectively.

Such a choice is appropriate for a relatively small number of parameters, say only two or three in
addition to a f and b f . However, as the precision and amount of the data included in the fit increases, it
becomes essential to allow for an increasingly flexible parameterisation. As discussed in [420], simply
adding more parameters to (72) can quickly run into the issue that large coe�cients appear, with large
cancellations between the terms. This leads to an unstable �2 minimisation and implausibly large variations
in x in certain regions. This issue may be solved by instead expanding the interpolating function in terms of
a basis of suitably chosen functions with the generic form

I f (x) =
nX

i=1

↵ f ,iPi(y(x)) , (73)

where y(x) is some simple function of x. Two possible choices for the functions Pi are Chebyshev and
Bernstein polynomials, which are used in the MMHT14 and CT14 sets, respectively. These are taken
because each order of the polynomials is strongly peaked at di↵erent values of y, and hence x, significantly
reducing the degree of correlation between the terms. In addition, as the order is increased these tend to
probe smaller scale variations in x, so that the smoothness requirement for I(x) naturally leads to smaller
coe�cients ↵ at higher i. Thus, while formally equivalent to the simple polynomial expansion in Eq. (72),
these are much more convenient for fitting as the number of free parameters n is increased.

An alternative approach is taken by the NNPDF group. Here, the interpolating function is modelled
with a multi–layer feed forward neural network (also known as a perceptron), see Sect. 5.3 for more details.
In practice, this allows for a greatly increased number of free parameters, with the latest default fit having 37
per PDF, that is around an order of magnitude higher than other sets. The form of Eq. (71) is still assumed,
but these are pre–processing factors that speed up the minimisation procedure and which do not in principle
have to be explicitly included. Nonetheless, the study of [419] has shown that the NNPDF fit does exhibit
high and low x behaviour that is consistent with Eq. (71), providing further support for such an assumption
in the choice of input PDF parametrization.
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Figure 27: Comparison of the timings per data point between the original APPLgrid computation of hadronic cross-
sections, Eq. (68), with the same calculation based on the APFELgrid combination, Eq. (70), for a variety of LHC
datasets [62]. We find that the improvement in computational speed is between a factor 102 and a factor 103 depending
on the specific process.

4.1. PDF parametrization
We start by discussing di↵erent aspects related to the parameterization of the PDFs at the input scale

Q0, namely the choice of functional form, the theoretical constraints from the momentum and valence sum
rules and PDF positivity, and the various quark flavour assumptions used in PDF fits.

4.1.1. Choice of functional form
In order to extract the PDFs, a particular choice for their parameterisation in x at some input scale Q0

must be assumed, which can then be fit to the available data. As described in Sect. 2.4, given the PDFs at
some reference scale Q0, the DGLAP evolution equations can be used to determine the PDFs at any other
scale Q. Thus the PDFs are typically parameterised at a low scale Q2

0 ⇠ 1 � 2 GeV2, which can then be
evolved up to the scale relevant to e.g. LHC phenomenology. These parametrizations usually adopt the
generic form

x f (x,Q2
0) = A f xa f (1 � x)b f I f (x) . (71)

The (1 � x)b f term, with b f > 0, ensures that the PDFs vanish in the elastic x ! 1 limit, as we would
expect on basic physical grounds. Such a form is also expected from the quark counting rules [418] (see
also the discussion on [419]). There, in this elastic limit all the momentum is carried by the struck parton
and the remaining ns quark become spectators. An analysis of the scaling behaviour for elastic scattering
then predicts b f = 2ns � 1, that is b f = 3, 5 and 7 for the valence, sea and gluon PDFs, respectively.

The xa f form dominates at low x; in this region, the PDFs may be related to the high energy parton–
proton scattering amplitudes, which can be calculated using the tools of Regge theory. This scenario predicts
such a simple power–like form, with the precise value of the power a f being related to the leading Regge
trajectory that is exchanged; for non–singlet distributions (e.g. the valence quarks) this predicts a f ⇠ 0.5
and for singlet distributions (e.g. the gluon and the sea) this predicts a f ⇠ 0.
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in terms of the following set of basis functions for quark and antiquark PDFs:

Σ(x,Q2
0) =

(

u+ ū+ d+ d̄+ s+ s̄
)

(x,Q2
0)

T3(x,Q
2
0) =

(

u+ ū− d− d̄
)

(x,Q2
0)

V (x,Q2
0) =

(

u− ū+ d− d̄+ s− s̄
)

(x,Q2
0)

∆S(x,Q
2
0) =

(

d̄− ū
)

(x,Q2
0) (7)

s+(x,Q2
0) = (s+ s̄) (x,Q2

0)

s−(x,Q2
0) = (s− s̄) (x,Q2

0) ,

and then the gluon PDF g(x,Q2
0). This basis was chosen because it directly relates physical ob-

servables to PDFs, by making the leading order expression of some physical observables in terms
of the basis functions particularly simple: for example, T3 is directly related to the difference in
proton and deuteron deep-inelastic structure functions F p

2 − F d
2 , and ∆S is simply expressed in

terms of Drell-Yan production in proton-proton and proton-deuteron collisions, for which there
is data for example from the E866 experiment.

With the widening of the experimental dataset in NNPDF3.0, there is little reason to favor
any particular PDF combination based on data, and thus we prefer to choose the basis that
diagonalizes the DGLAP evolution equations. We emphasize that the only purpose of such
choices is to speed up the minimization while leaving results unaffected: independence of our
results of this basis change will be checked explicitly in Sects. 4.5.3 and 5 below. The default
basis in the NNPDF3.0 fits is thus

Σ(x,Q2
0) =

(

u+ ū+ d+ d̄+ s+ s̄
)

(x,Q2
0)

T3(x,Q
2
0) =

(

u+ ū− d− d̄
)

(x,Q2
0)

T8(x,Q
2
0) =

(

u+ ū+ d+ d̄− 2s− 2s̄
)

(x,Q2
0) (8)

V (x,Q2
0) =

(

u− ū+ d− d̄+ s− s̄
)

(x,Q2
0)

V3(x,Q
2
0) =

(

u− ū− d+ d̄
)

(x,Q2
0)

V8(x,Q
2
0) =

(

u− ū+ d− d̄− 2s+ 2s̄
)

(x,Q2
0),

and of course the gluon. Here, as in previous NNPDF fits, we do not introduce an independent
parametrization for the charm and anticharm PDFs (intrinsic charm). However we do plan to
do it in the near future.

As in all previous NNPDF fits, each basis PDF at the reference scale is parametrized in terms
of a neural network (specifically a multi-layer feed-forward perceptron) times a preprocessing
factor:

fi(x,Q0) = Aif̂i(x,Q0); f̂i(x,Q0) = x−αi(1− x)βi NNi(x) (9)

where Ai is an overall normalization constant, and fi and f̂i denote the normalized and un-
normalized PDF respectively. The preprocessing term x−αi(1−x)βi is simply there to speed up
the minimization, without biasing the fit. We now discuss the overall normalizations Ai, while
the preprocessing will be addressed in Sect. 3.2.2 below.

Out of the seven normalization constants, Ai in Eq. (9), three can be constrained by the
valence sum rules (for up, down and strange quarks) and another by the momentum sum rule.
Which particular combinations depends of course of the choice of basis. With the default
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CT, MSHT…

NNPDF

• All lead to different results. Better understanding/comparison clearly needed.

Figure 3.4. Comparison between the reduced PDF fits from the three groups, in the same format as in Fig. 3.1.
For the three groups, PDF errors correspond to 1� intervals. In the left panels, PDFs are displayed normalised to the
central value of the MSHT20 reduced PDF set.

to identify specific datasets causing observed differences by comparing the reduced fits at the level of the
dataset-by-dataset individual �

2. To separate the effects of differences in theory predictions from other
sources, the �

2 values for each common experiment of the three fits can be compared using a fixed PDF
parametrisation, specifically by adopting the PDF4LHC15 NNLO set as the common input PDF set. Where
such differences were seen, data and theory predictions themselves were directly compared to identify the
origin of the differences.

We therefore begin by comparing the PDFs and uncertainties from three reduced fits in Fig. 3.4 using
the same format as in Fig. 3.1. In the left panels, PDFs are displayed normalised to the central value of the
MSHT20 reduced PDF set. The main message from this comparison is that there is good general agreement
between the three reduced fits, with the error bands of most flavours overlapping over the wide x range.
Starting with the gluon, we note that all three groups agree within uncertainties over the entirety of the
x range. This finding strongly suggests that differences in the high-x gluon shape between the global fits
and relative to the reduced fits are driven by the datasets included. This region is investigated further in
App. C.2, and a further independent analysis is performed in App. D by examining the �

2 pulls of individual
experiments using the L2 sensitivity. The three singlet PDFs are also in very good agreement for all x.
The strangeness is also largely consistent, albeit the NNPDF3.1 central reduced fit is notably high around
10�2 . x . 10�1, though this difference is within the overlap of the respective PDF uncertainties. The
origin of the different trends in the strangeness PDF is further scrutinised in App. C.1 and App. D. The up
antiquark PDF is in good agreement between the MSHT and CT reduced fits over all x, the NNPDF reduced
fit ū, however, is lower than both MSHT and CT in the 10�2 . x . 10�1 region, signalling a difference in
the high-x flavour decomposition.

The relative 1� PDF uncertainties of the three reduced fits, displayed in the rightmost panels of Fig. 3.4,
turn out to be similar in size in regions with good data constraints. The agreement between the PDF
uncertainties for the gluon in x

⇠
> 10�2 among the three groups is particularly remarkable. For lower x

values, the NNPDF3.1 gluon uncertainty is smaller. This has an impact on the gg PDF luminosity, as will
be discussed later. The MSHT20 reduced fit displays larger uncertainties outside of these regions, i.e. where
constraints are lacking in the reduced fit — particularly at low x. A further examination of the uncertainties
of the reduced and global fits is ongoing and will be reported in the future.

In order to further identify any differences in the reduced fits, we examine their goodness-of-fit values
for each individual dataset, as given by �

2
/Npt. Before calculating these for the PDFs from the reduced fits

themselves, it is useful to compare the agreement between theory and data with a fixed PDF4LHC15 NNLO
parametrisation as the common input, i.e., in lieu of fitting. Table 3.2 indicates the values of the �

2
/Npt for

the measurements that enter the fits to the reduced datasets and listed in Table 3.1. The results are obtained
using the codes from each of the three groups, for the common theory settings listed in Sect. 3.1. Hence
this comparison is sensitive only to differences in the implementation of the various datasets or to differences
in the theoretical calculations performed by each group. In addition to the presented �

2 values, theoretical
predictions for individual data points using the same PDF4LHC15 set were compared, which allowed us to
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Global

Benchmark = 
similar data/settings

PDF4LHC21, arXiv:2203.05506

• Comparing uncertainties of global PDF fits, 
find increasingly different results. Not just due 
to different data, but to methodology.

•  One (very) recent attempt: 

✦ MSHT: 52 free parameters in terms of 
Chebyshev polynomials.

Figure 2: As in Fig. 1, but at NLO.

of the form

xf(x,Q2

0
) = A(1� x)⌘x�

 
1 +

nX

i=1

aiT
Ch

i
(y(x))

!
, (1)

where Q
2

0
= 1 GeV2 is the input scale, and T

Ch

i
(y) are Chebyshev polynomials in y, with

y = 1� 2xk, where we take k = 0.5.

In the MMHT14 study we took n = 4 in general, though used a slightly di↵erent parameteri-

sation for the gluon and used more limited parameterisations for d̄�ū and s�s̄ (‘s�’), since these

were less well constrained by data, whilst for similar reasons two of the s+ s̄ (‘s+’) Chebyshevs

and its low x power were tied to those of the light sea, S(x) = 2(ū(x)+ d̄(x))+s(x)+ s̄(x). How-

ever, with the substantial increase in the amount of LHC and other data included in MSHT20,

we can now extend the parameterisation of the PDFs significantly. We therefore take n = 6 by

default in MSHT20, allowing a fit of better than 1% precision over the vast majority of the x

range [47]. The MSHT20 set of input distributions are now1:

uV (x,Q
2

0
) = Au(1� x)⌘ux�u

 
1 +

6X

i=1

au,iTi(y(x))

!
(2)

dV (x,Q
2

0
) = Ad(1� x)⌘dx�d

 
1 +

6X

i=1

ad,iTi(y(x))

!
(3)

S(x,Q2

0
) = AS(1� x)⌘Sx�S

 
1 +

6X

i=1

aS,iTi(y(x))

!
(4)

1As is usual in PDF definitions, there is an implicit x preceding the input distributions in their definitions in
equations (2)-(8), so that they are in reality like the left-hand side of (1), this also applies to figures and other
uses throughout the rest of the paper.
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s+(x,Q
2

0
) = As+(1� x)⌘s+x�S

 
1 +

6X

i=1

as+,iTi(y(x))

!
(5)

g(x,Q2

0
) = Ag(1� x)⌘gx�g

 
1 +

4X

i=1

ag,iTi(y(x))

!
+ Ag�(1� x)⌘g�x�g� (6)

s�(x,Q
2

0
) = As�(1� x)⌘s�(1� x/x0)x

�s� (7)

(d̄/ū)(x,Q2

0
) = A⇢(1� x)⌘⇢

 
1 +

6X

i=1

a⇢,iTi(y(x))

!
(8)

The departures from the general form in (1) with n = 6 come, as before, in the gluon, where

n = 4 but the additional term proportional to Ag� includes 3 additional parameters and allows

for a better fit to the small-x and Q
2 HERA data, as first shown in [48]. For s+ there are now

6 Chebyshev polynomials used and, whilst the high x power is separate from the sea, the low

x power remains set to the same value as the sea, �S. Meanwhile, there is still insu�cient data

to allow an extended parameterisation of the strangeness asymmetry, s�, so its form remains

that used in MMHT14, with x0 giving a switch between positive and negative values.

Finally, the major change in the PDF parameterisation comes in the first generation anti-

quark asymmetry. With MSHT20 we make the decision to now parameterise the ratio ⇢ = d̄/ū

rather than the di↵erence (d̄� ū) and we allow 6 Chebyshev polynomials for this ratio. There

is also no low x power for this ratio as we assume it must tend to a constant as x ! 0. This

allows for an improved central fit, whilst also giving a better description of the error bands on

the asymmetry in the very low x region, as illustrated later in Fig. 25 (left).

An analysis of the e↵ects of these changes on the global fit was performed. The main

improvements come from the extension of the d̄/ū to 6 Chebyshev polynomials, which enabled

an improvement in the global chi-squared of ���
2

tot
⇡ 20. Additionally extending the down

valence enabled the cumulative global chi-squared improvement to be ���
2

tot
⇡ 35, the gluon

extension moves this to ���
2

tot
⇡ 50, while finally the changes to the sea (S) and s+ result in

the total improvement of ���
2

tot
⇡ 75. More detail on each of the PDF distributions, and on

the improvements due to the changes in parameterisation, will be given later in Sections 5.3

and 8.1.

Overall, these changes in the input distribution represent an increase of 2 parameters for

each of the uV , dV , S, g, with an additional 4 parameters in the d̄/ū relative to the previous

asymmetry (⌘⇢ is free whilst ⌘� = ⌘S+2 in MMHT14), 4 further parameters in s+ and no change

in the s�. With the usual constraints on the integral of the valence quark distributions, the

conservation of total momentum, and the integral of the strangeness asymmetry (s�) set to 0,

we now have a total 52 parton parameters to fit, with the strong coupling ↵S(M2

Z
) also allowed

to be free when the best fit is obtained. A subset of these parameters are then formed into a

set of 32 eigenvectors (64 eigenvector directions) in the determination of the PDF uncertainty

bands, as described later in Section 5.3.
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✦ Less flexible in general - need to be sure 
flexible enough! Allows direct handle on 
uncertainties in Hessian framework.

★NNPDF: 763 free parameter Neural Net.

x ln x

n(1) = 2
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n(3) = 3

n(4) = 1

sigmoid

sigmoid

linear

xg(x, Q0)

x ln x

n(1) = 2

n(2) = 5

n(3) = 3

n(4) = 1

sigmoid

sigmoid

linear

xΣ(x, Q0)

…

…

…
Figure 3.8. The neural network architecture adopted in all previous NNPDF determinations up to NNPDF3.1. Each
independent PDF combination is parametrized by a separate neural network, all sharing a common architecture.

x ln x

xg(x, Q0) xΣ(x, Q0) xV(x, Q0) xV3(x, Q0) xT3(x, Q0) xT15(x, Q0)xT8(x, Q0)xV8(x, Q0)
xg(x, Q0) xu(x, Q0) xū(x, Q0) xd(x, Q0) xs(x, Q0) xc+(x, Q0)xs̄(x, Q0)xd̄(x, Q0)

n(4) = 8

n(3) = 20

n(2) = 25

n(1) = 2

Figure 3.9. The neural network architecture adopted for NNPDF4.0. A single network is used, whose eight output
values are the PDFs in the evolution (red) or the flavor basis (blue box). The architecture displayed corresponds
to the optimal choice in the evolution basis; the optimal architecture in the flavor basis is di↵erent as indicated by
Table 3.3).

performance, and that for a given dataset there exists a lower bound to the number of required free network
parameters but probably not an upper one. Given comparable performance, smaller networks are preferred
in order to reduce the computational costs.

The di↵erences between the optimizer variants are quite subtle. While all optimizers exhibit a reasonable
performance, it is also found that after hyperoptimization Nadam results in lower absolute losses L than the
other optimizers, while also appearing to be more stable. This further illustrates the benefits of hyperopti-

29

★ Increased flexibility, but needs robust optimisation 
+ stopping (avoid over and under fitting).
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Major PDF Analyses

27th March 2023 Thomas Cridge     -     Precision PDFs

Several Global PDF Fitting Groups 2

Image Credit: 
Jun Gao

● Several different PDF analysis groups – ABM, ATLASPDF, CJ, CT, HERAPDF, 
JAM, MSHT, NNPDF and others. Will not be able to cover all here!

● Different focuses, methodologies, uncertainty prescriptions  → beneficial!

Default 
now

 NNLO 
QCD + 

NLO EW
 and latest 
LHC and 
other data

10/39

 + PDF4LHC21 
combination of 

MSHT20, CT18, 
NNPDF3.1 

(2203.05506)

• Multiple PDF analyses, with different methodogies and datasets. Cannot cover these all here!

• Major releases from 3 global fitters (CT, MSHT, NNPDF) ~ 2 or more years ago. But they have been 
busy:

★Major push to approximate 
N3LO + theoretical 
uncertainties

★  QED/EW corrections 
standard

★Many dedicated studies

• These advances all build towards next generation of releases.

5

History of PDF determinations

From Jun Gao

Global PDFs extracted by several groups making different choices in their input data, 
non-perturbative parametrization, heavy-flavor scheme and fit methodology:     
ABMP, CTEQ-TEA, MSHT, NNPDF


NNPDFaN3LO
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New Data
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LHC data!

• A wealth of data from the LHC, 
playing a significant role in PDF fits.

Maria Ubiali, ep/ea synergy  workshop, CERN Feb 24A WEALTH OF DATA FROM THE LHC
7/25

NNPDF4.0: 
About 30% of 
input data are 

LHC data!

Ball et al, 2109.02653

★High energy data - 
probing the high    region. 
Jets, top quarks, vector 
boson     …

★High precision data - 
Drell Yan and flavour 
structure

<latexit sha1_base64="bD12Cp8HdY6HQYD9IXMGGWb4130=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY8kXDxCIo8ENmR2aGBkdnYzM2skG77AiweN8eonefNvHGAPClbSSaWqO91dQSy4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS0eJYthkkYhUJ6AaBZfYNNwI7MQKaRgIbAeT2txvP6LSPJL3ZhqjH9KR5EPOqLFS46lfLLlldwGyTryMlCBDvV/86g0iloQoDRNU667nxsZPqTKcCZwVeonGmLIJHWHXUklD1H66OHRGLqwyIMNI2ZKGLNTfEykNtZ6Gge0MqRnrVW8u/ud1EzO89VMu48SgZMtFw0QQE5H512TAFTIjppZQpri9lbAxVZQZm03BhuCtvrxOWldlr1KuNK5L1VoWRx7O4BwuwYMbqMId1KEJDBCe4RXenAfnxXl3PpatOSebOYU/cD5/AOoYjQg=</latexit>x
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Precision Drell-Yan at the LHC
Cross-section uncertainties dominated by luminosity uncertainty, ~2%

• PDF uncertainties smaller, typically at the 2-3% level


Shapes of distributions or cross-section ratios measured to a few per-mille precision

1612.0301612

• Two key categories:

<latexit sha1_base64="LEEJPAhXOsWz5xX6Z8WJV2S3loQ=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKRI9BLx4jmAckS5id9CZDZmeHmVkhhHyEFw+KePV7vPk3TpI9aLSgoajqprsrUoIb6/tfXmFtfWNzq7hd2tnd2z8oHx61TJpphk2WilR3ImpQcIlNy63AjtJIk0hgOxrfzv32I2rDU/lgJwrDhA4ljzmj1klt1e8p1KpfrvhVfwHylwQ5qUCORr/82RukLEtQWiaoMd3AVzacUm05Ezgr9TKDirIxHWLXUUkTNOF0ce6MnDllQOJUu5KWLNSfE1OaGDNJIteZUDsyq95c/M/rZja+DqdcqsyiZMtFcSaITcn8dzLgGpkVE0co09zdStiIasqsS6jkQghWX/5LWhfVoFat3V9W6jd5HEU4gVM4hwCuoA530IAmMBjDE7zAq6e8Z+/Ne1+2Frx85hh+wfv4Bnirj60=</latexit>p?



LHC data - Some Examples
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Figure 4: Ratios of the measured double-differential cross sections to the post-fit predictions, both as functions
of the transverse momentum and rapidity of the / boson. The blue inner band shows the PDF uncertainties of
the predictions pulled and constrained by the fit, and the orange band shows the PDF and all other unconstrained
theoretical uncertainties added in quadrature. The measured cross sections are corrected by the post-fit pull of the
luminosity uncertainty. The vertical error bars show the experimental uncertainties of the measurement. The dashed
lines show post-fit predictions in which Us (</ ) is varied by ±0.002 and all other parameters are kept fixed.
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ATLAS, arXiv:2309.12986
• ATLAS first extraction of strong 

coupling from Sudakov peak of          
distribution, at up to aN3LO.
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Figure 2: Transverse-momentum distribution of / bosons predicted with DYTurbo [36] at different values of Us (</ ),
using the MSHT20 PDF set [37]. The impact of changing Us (</ ) on the PDFs is included.

2 ATLAS detector and data sample

The ATLAS experiment [46] at the LHC is a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4c coverage in solid angle.3 It consists of an inner tracking
detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic
and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity
range |[ | < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors.
Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements
with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range
(|[ | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters for both the EM and
hadronic energy measurements up to |[ | = 4.9. The muon spectrometer surrounds the calorimeters and is
based on three large superconducting air-core toroidal magnets with eight coils each. The field integral of
the toroids ranges between 2.0 and 6.0 T m across most of the detector. The muon spectrometer includes a
system of precision chambers for tracking and fast detectors for triggering. A three-level trigger system is
used to select events. The first-level trigger is implemented in hardware and uses a subset of the detector
information to accept events at a rate of at most 75 kHz. This is followed by two software-based trigger
levels that together reduce the accepted event rate to 400 Hz on average depending on the data-taking
conditions during 2012. An extensive software suite [47] is used in data simulation, in the reconstruction
and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition
systems of the experiment. The data were collected by the ATLAS detector in 2012 at a centre-of-mass

3 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis
points upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis.
The pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan(\/2). Angular distance is measured in units of
�' ⌘

p
(�[)2 + (�q)2.

4

• Also displays PDF sensitivity to e.g. 
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Z p?

CMS, arXiv:2312.16669

• Extensive range of jet measurements: triple differential dijet production 
particularly promising. More differential = more constraining!

6

the range from 0 to 2.5 in each observable, as illustrated in Fig. 1. Different invariant mass
and average transverse momentum regions are measured depending on the rapidity region,
covering a range of 306 < m1,2 < 6094 GeV and 147 < hpTi1,2 < 2702 GeV, respectively. These
ranges are obtained using an analogous procedure as for the 2D measurements.
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Figure 1: Illustration of the dijet rapidity phase space, highlighting the relationship between
the variables used for the 2D and 3D measurements. The colored triangles are suggestive of
the orientation of the two jets in the different phase space regions in the laboratory frame,
assuming that the beam line runs horizontally.

6 Unfolding

Because of the finite detector resolution and other experimental effects, such as the reconstruc-
tion efficiency, the properties of reconstructed jets differ from those of jets defined at the particle
level. This leads to a migration of dijet events within the phase space spanned by the observ-
ables used for the cross section measurement. To enable a direct comparison of the measured
cross sections to theoretical particle-level calculations or to other measurements, the effect of
these migrations is accounted for as part of a multi-dimensional unfolding procedure.

Using simulated event samples, the dijet observables of interest are computed event by event
based on both the two pT-leading reconstructed jets and the jets clustered directly from gener-
ated particles. Response matrices are constructed to reflect the probability of bin-to-bin event
migrations between the particle and reconstruction levels, taking all the observables used for a
measurement into account simultaneously.

The measured event distributions are unfolded using the TUNFOLD package [29], based on
the simulation-derived response matrices. While no explicit regularization of the unfolded
distributions is performed, large fluctuations between neighboring bins stemming from an ill-
conditioned response matrix are avoided through an appropriate choice of bins. These are
chosen in such a way as to ensure that the bin sizes remain at least twice as large as the resolu-
tion in these variables, and that the purity is at the level of 50% or above. The latter is defined
as the fraction of reconstructed events in each bin that originate from genuine dijet events in
the same bin at the particle level.

To ensure that the unfolding problem is well-posed, a larger number of bins is chosen for the
reconstructed distributions than for the particle-level distributions. Moreover, because of the
larger resolution and the decrease in purity at outer rapidities, a coarser particle-level binning
is chosen for the two outermost |y|max regions for the 2D measurements, and the correspond-
ing nine outermost (y⇤, yb) regions for the 3D measurements. All response matrices obtained in
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9 Comparison to theory

An overview of the unfolded cross sections obtained for the 2D and 3D measurements and the
corresponding fixed-order theoretical predictions at NNLO, complemented by NP and elec-
troweak corrections, is presented in Fig. 8. For a more detailed comparison, ratios of the mea-
sured cross sections to the theoretical predictions are shown in Figs. 9 and 10.

The theoretical predictions are obtained using recent NNLO PDF sets available via the LHAPDF [54]
library (version 6.3.0), namely ABMP16 [55], CT18 [56], MSHT20 [57], and NNPDF3.1 [58]. All
PDF sets are derived in global fits to data from multiple experiments while fixing the value
of the strong coupling constant aS(mZ) to 0.118, except for ABMP16, where aS(mZ) = 0.1147
is determined in the fit together with all other parameters. The uncertainties in the cross sec-
tion predictions due to the PDFs are calculated as 68% confidence intervals following the pre-
scriptions given in the respective references. The PDF uncertainty bands shown in Fig. 10 are
obtained using the CT18 PDF set and do not account for the finite precision of aS(mZ).

The predictions for different PDFs are generally in agreement with each other within the PDF
uncertainties, except for the AMBP16 PDF, for which the predicted cross sections are generally
smaller than those for other PDFs. At large m1,2 or hpTi1,2, the predictions obtained for the
different PDF sets show a diverging trend, while still remaining compatible within the PDF
uncertainties.

The level of agreement between the theoretical predictions and the data is observed to be good
in most phase space regions, with some deviations at the lower ends of the spectra and in
the outer rapidity regions. In general, the theoretical predictions for R = 0.8 are observed
to provide a better description of the data than for R = 0.4, which is consistent with past
observations [43, 59–62].
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Figure 8: Differential dijet cross sections, illustrated here for the 2D measurement as a function
of m1,2 using jets with R = 0.8 (left), and the 3D measurement as a function of hpTi1,2 using jets
with R = 0.4 (right). The markers and lines indicate the measured unfolded cross sections and
the corresponding NNLO predictions, respectively. For better visibility, the values are scaled
by a factor depending on the rapidity region, as indicated in the legend. Analogous plots for
all other jet sizes and observables can be found in Appendix B.
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Figure 12: Parton distributions obtained in a fit to HERA DIS data together with the CMS dijet
data, compared to a fit to HERA DIS data alone. Shown are the PDFs of the up and down
valence quarks (upper row), of the gluon (lower left), and of the total sea quarks (lower right)
as a function of the fractional parton momentum x at a factorization scale equal to the top quark
mass. The bands indicate the fit uncertainty and are shown in the lower panels as a relative
uncertainty with respect to the corresponding central values. The lines in the lower panels
show the ratios between the fitted central values.

value of 0.1166 ± 0.0017 obtained in Ref. [62], and with the world average value of 0.1179 ±
0.0009 [77].

Parton distributions obtained in previous analyses at
p

s = 8 or 13 TeV of the inclusive jet [61,
62, 78] or the 3D dijet cross section [5] are not easily comparable directly because of significant
differences in the fit setup, the PDF parametrizations, the model parameters, and particularly
in the theoretical calculations at 8 TeV, which were only available at NLO. Taking the fit uncer-
tainty in aS(mZ) obtained in a simultaneous fit with the PDFs as a figure of merit, the 13 TeV
results are more precise, which is consistent with the increase in integrated luminosity.

• Sensitivity to e.g. 
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• Extensive range of multi-differential Drell Yan measurements.

• ATLAS high precision DY data even 
from Run I had significant impact on 
PDF fits, notably strangeness.

ATLAS, Eur. Phys. J C77 (2017) 367

High precision Electroweak

• New high precision 7 TeV ATLAS W, Z analysis.
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Combination of Measurements
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final states (assuming lepton universality)

I small extrapolation to a common e and µ fiducial region for
W ! `⌫, Z ! `` (central) and Z ! ee (fwd) individually
(only for the purpose of plotting, Z ! `` was extrapolated to “full ⌘”)

I excellent agreement found between e and µ final states within
the uncorrelated part of the systematic uncertainty

Data Pulls
-4 -3 -2 -1 0 1 2 3 4

M
ea

su
re

m
en

t B
in

s

0

5

10

15

20

25
ATLAS  0.09±Mean: 0.00 

 0.06±RMS:  0.84 

8 / 15

• Big impact on PDFs 
expected. In particular 
with larger strangeness 
preferred.

Philip Sommer
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Figure 48: The strangeness ratio Rs = (s + s)/(u + d), at Q2 = 1.9 GeV2, for variants of the
MSHT NNLO fits (↵s free). The result of the previous approximate NNLO theory, and the full
NNLO theory for the dimuon data are shown in the left and right figures, respectively. In both
cases the result of the global fit including and excluding the ATLAS 7 and 8 TeV precision
W,Z data are shown.

to a somewhat larger strangeness in the x ⇠ 0.02 � 0.2 region, where the ATLAS data also

places constraints. Interestingly, at high x this leads to a decrease in the strangeness, albeit

within quite large errors. This may be due to an interplay between the NNLO corrections

and the dimuon branching ratio discussed above. In particular, for a higher branching ratio

a smaller strangeness is preferred, and while at lower x this is compensated by the negative

NNLO corrections, these are milder at high x and hence may not compensate this increased

branching ratio. Exactly the same increase in the strangeness in the intermediate x region is

seen if only the pure FFNS theory is used, while the decrease at high x becomes slightly milder.

5.5.4 Impact of use of DØ W asymmetry data.

The DØ W asymmetry is one of the key changes in MSHT2020, with its interpretation as a

W asymmetry rather than a lepton asymmetry in contrast to other global fitting groups [2–4].

In particular, it is found to constrain the dv distribution strongly, but also the d̄ and to some

extent uv and ū, and even has some e↵ect on the gluon and strange quarks. Therefore in this

section we examine in more detail the e↵ects of both regarding it as a W asymmetry rather

than an electron asymmetry and its e↵ects in constraining the MSHT2020 PDF uncertainty

bands.

Firstly we explore the issue of treating it as a W asymmetry rather than a lepton asym-

metry. The rationale for this has been explained in Section 3.3, nonetheless here we provide

comparisons with the global fit extracted with it treated instead as an electron asymmetry. As

this is a small dataset, whilst it is very constraining on several of the errorbands, re-replacing

the DØ W asymmetry with the previous DØ electron asymmetry interpretation of the same
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• Many more measurements since then….

• Recent example - polarised W boson 
production.

• Improved sensitivity to valence quarks 
and strangeness.
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Abstract

The differential cross section and charge asymmetry for inclusive W boson produc-
tion at

p
s = 13 TeV is measured for the two transverse polarization states as a func-

tion of the W boson absolute rapidity. The measurement uses events in which a W
boson decays to a neutrino and either a muon or an electron. The data sample of
proton-proton collisions recorded with the CMS detector at the LHC in 2016 corre-
sponds to an integrated luminosity of 35.9 fb�1. The differential cross section and
its value normalized to the total inclusive W boson production cross section are mea-
sured over the rapidity range |yW | < 2.5. In addition to the total fiducial cross section,
the W boson double-differential cross section, d2s/dp

`
Td|h`|, and the charge asym-

metry are measured as functions of the charged lepton transverse momentum and
pseudorapidity. The precision of these measurements is used to constrain the parton
distribution functions of the proton using the next-to-leading order NNPDF3.0 set.
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Figure 9: Measured normalized W+ ! `+n (left plot) or W� ! `�n (right plot) cross section as
functions of |yW | for the left-handed and right-handed helicity states from the combination of
the muon and electron channels, normalized to the total cross section. Also shown is the ratio
of the prediction from MADGRAPH5 aMC@NLO to the data. The MADGRAPH5 aMC@NLO⇤

spectrum stands for the prediction with the p
W
T weighting applied. The lightly filled band

corresponds to the expected uncertainty from the PDF variations, µF and µR scales, and aS.
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Figure 10: Measured W boson charge asymmetry as functions of |yW | for the left-handed and
right-handed helicity states from the combination of the muon and electron channels. Also
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GRAPH5 aMC@NLO⇤ spectrum stands for the prediction with the p

W
T weighting applied. The

lightly filled band corresponds to the expected uncertainty from the PDF variations, µF and µR
scales, and aS.
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• Many other new observables/data from other experiments also available for future fits:

★New observables:         corrected to 
full phase space. Angular coefficients 
- limit extrapolation uncertainty.
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Figure 20: Ratio comparison between the 3f

3H
measurements and NNLO QCD predictions obtained from DYTurbo

using different NNLO PDF sets. The uncertainty bands in the predictions only show the uncertainties specific to each
PDF set (the uncertainties from CT18A have been rescaled from 95% to 68% confidence level). In each |H | bin, the
ratios for each PDF set are gradually displaced to the right for plotting purposes.

NNLO CT18A and NNLO MSHT PDF sets show reasonable agreement with the data, with a positive pull
close to one standard deviation on the luminosity, corresponding to predictions approximately 1.6% lower
than the data. The NNPDF4.0 PDF set with its much smaller uncertainties displays poor agreement with
the data. This is due to the shape of the predicted distribution since the pull on the integrated luminosity is
small. The ABMP16 PDF set is the one that most strongly pulls the integrated luminosity but its poor
agreement with the data is also due to its significant difference in shape with respect to the data. The
HERAPDF2.0 set and, to a lesser extent, the ATLASpdf21 set also display poor agreement because of a
large discrepancy with the data in the highest |H | bin due to the limited set of data used in these fits.

Finally, the total cross-section times branching ratio of / ! ✓✓, f/ , for //W⇤ production in the /-boson
pole region, 80 < < < 100 GeV, and within |H | < 3.6 is extracted from the integration of the measured
differential 3f

3H
cross-section:

f/ = 1055.3 ± 0.7 (stat.) ± 2.2 (syst.) ± 19.0 (lumi.) pb

Aside from the dominant uncertainty in the integrated luminosity, the overall systematic uncertainty of 0.2%
in this measurement is dominated by experimental lepton efficiency systematic uncertainties and has a
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l+l� ★New data: Not just the LHC. 
Recent D0 measurement of 
dilepton AFB. Sensitivity to 
high     flavour structure. 

★New ratios: low lumi runs. 
Ratios at different energies 
increase PDF sensitivity.
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Drell-yan low-mu XS - ATLAS
Special low pile-up runs collected by ATLAS/CMS at 5 TeV and 13 TeV

Sensitive to PDFs also through ratios at different energies

https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP-20-004/index.html

Table 4: Compatibility test between 3f

3H
measurements and predictions obtained from DYTurbo using different

PDF sets. Based on the total uncertainties in the measurements and on the PDF uncertainties in the predictions
shown in Figs. 19 and 20, the j

2 per degree of freedom (d.o.f.) and corresponding p-values are shown for each
PDF set (the uncertainties from CT18A have been rescaled from 95% to 68% confidence level). Also shown is the
pull on the integrated luminosity in units of its total uncertainty of 1.8%.

PDF set Total j2 / d.o.f. j
2 p-value Pull on luminosity

MSHT20aN3LO [58] 13/8 0.11 1.2 ± 0.6
CT18A [59] 12/8 0.17 0.9 ± 0.7
MSHT20 [60] 10/8 0.26 0.9 ± 0.6
NNPDF4.0 [61] 30/8 0.0002 0.0 ± 0.2
ABMP16 [62, 63] 30/8 0.0002 1.8 ± 0.4
HERAPDF2.0 [64] 22/8 0.005 �1.3 ± 0.8
ATLASpdf21 [65] 20/8 0.01 �1.1 ± 0.8

computed using the code from Ref. [66], and are in agreement with earlier results from calculations
benchmarked in the LHC EW working group [16, 67–70]. At the / pole, the virtual effects decrease the
predicted cross-sections by 0.8%, while the QED ISR effects increase them by 0.4%. These corrections are
found to be independent of rapidity. All QCD predictions shown below have therefore been decreased by a
|H |-independent amount of 0.4% labelled as NLO EW corrections.

In this case, the comparisons to predictions do not depend on @T resummation which, through unitarity
constraints, does not affect the ?T-integrated differential cross-sections. The measurements are thus
directly compared to the O(U3

B
) fixed-order perturbative predictions from DYTurbo, supplemented by

MCFM [48, 55] for the /+jet contribution at O(U3
B
). These predictions are formally N3LO in QCD and are

obtained using the very recent aN3LO PDF set of Ref. [58]. For the first time, such a comparison between
experimental measurements and predictions of this formal accuracy is possible and shown in Figure 19.
The theoretical uncertainty bands from QCD renormalisation/factorisation scale variations and from the
aN3LO PDF set are shown separately. The uncertainty arising from the scale variations rises slowly
from 0.4% to 1.0% as |H | increases, while the MSHT PDF uncertainty is constant at around 1.5%. As
shown in the first line of Table 4, the compatibility of the theory with the data is reasonable, with a p-value
of 11% if one only includes the uncertainties in the PDFs for the predictions, a standard practice for
many publications because most PDF sets do not usually provide scale variation uncertainties. If one
combines the PDF uncertainties with a combined scale variation uncertainty from DYTurbo, assumed to be
uncorrelated with that from the PDFs, the p-value obtained is 12%.

To assess how the aN3LO MSHT20-specific PDF uncertainty band compares to the presumably non-
negligible spread between different PDF sets, the calculation has been performed one order lower, at NNLO
in QCD using six of the most recent NNLO PDF sets. These comprise CT18A [59], MSHT20 [60],
NNPDF4.0 [61], ABMP16 [62, 63], HERAPDF2.0 [64], and ATLASpdf21 [65].

Figure 20 shows the results of these comparisons as ratios between the predictions and the data. The
uncertainties in the theory predictions reflect here only the PDF specific uncertainties (the uncertainties
from CT18A have been rescaled from 95% to 68% confidence level). Table 4 quantifies the quality of the
agreement between the data and the predictions through the total j2 and its corresponding p-value. Also
shown is the pull on the integrated luminosity of the experiment for each PDF set. Only the aN3LO MSHT,
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ATLAS, arXiv:2309.09318

• And much more not 
shown here.

CMS PAS SM-20-00415
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FIG. 1: (a) The PDF-independent Au
FB and Ad

FB predicted by
ResBos as a function of M and the resulting AFB in pp̄ collisions
using the CT18NNLO PDF. (b) The PDF induced absolute uncer-
tainties in AFB due to Pu, Pd, ∆u and ∆d.

A Monte Carlo (MC) sample of Z/γ∗ → ℓ+ℓ− events is
generated using the leading-order pythia generator [18]
with CT18NNLO PDFs, followed by a geant-based [19]
simulation of the D0 detector. The samples are further
corrected by reweighting the MC events at the generator
level in M , QT , Y and cos θ to match the calculation
of ResBos [13], which is at approximate next-to-next-
to-leading order and next-to-next-to-leading logarithm in
QCD. The electron energy and muon momentum are cal-
ibrated using the known resonances in the dilepton mass
spectrum. The efficiencies of the online and offline se-
lection criteria are determined using the tag-and-probe
method [20] and the MC simulation is corrected to be
consistent with the data. The multi-jets background is
estimated using data, while other backgrounds are deter-
mined using pythiaMC simulations. The methodologies
used to derive the energy and momentum calibrations,
efficiencies and estimations of the background contribu-
tions were also employed in the previous measurements
of the effective weak mixing angle [21, 22]. Many sys-
tematic effects are suppressed since AFB is defined as a
ratio.

For the measurement of Pu and Pd in the full 0 <
|Y | < 2.3 range or in a particular |Y | interval, a set of
MC template distributions of AFB is prepared in which
Pu and Pd are varied while keeping ∆u and ∆d fixed at
their values calculated using ResBos and CT18NNLO.
A set of Cq = Pq + ∆q values is calculated for intervals
in Y , M and QT [23]. AFB templates are acquired by

reweighting the generator level differential cross sections
σq(Y,M,QT , cos θ) of the MC sample according to the
Cq value. In the MC reweighting procedures, Au

FB and
Ad

FB are calculated using ResBos, with sin2 θℓeff set to
the average of the results from the electron-positron col-
liders LEP and SLC [24]. Corresponding uncertainties on
sin2 θℓeff are extrapolated to the measured Pu and Pd. We
do not use the hadron collider results on sin2 θℓeff in order
to avoid the influence from the specific PDF predictions
used in their measurement, but this choice has a negli-
gible impact on the result because the hadron collider
measurements [25–28] give values of sin2 θℓeff very close
to the combined LEP/SLC result. Uncertainties on ∆u

and ∆d are estimated using the error PDF sets given by
CT18NNLO. Equation (2) is only strictly true when Y
and QT dependences are fully considered. In this letter,
the observed AFB is averaged over QT and Y so that the
factorization formalism of Eq. (2) becomes an approxi-
mation. This gives rise to additional uncertainties in the
calculation of σq and higher order QCD contributions.
Part of this uncertainty is already included when taking
the CT18NNLO error PDF sets into account. The re-
mainder is estimated by varying the QT distribution of
ResBos to match the predictions of pythia.
Pu and Pd are determined by requiring the best agree-

ment between the observed AFB distributions in both
the dielectron and dimuon events and their correspond-
ing MC templates. Since Pu and Pd are simultaneously
fitted, their values and corresponding uncertainties are
correlated with a correlation coefficient ρ = −0.859. The
central value of R and its uncertainty are calculated us-
ing the measured values and the total uncertainties of Pu

and Pd, and their correlation.
The measured Pu, Pd and the ratio R in the full range

|Y | = [0, 2.3] is:

Pu = 0.602± 0.019(stat.)± 0.010(theory)± 0.006(syst.)

= 0.602± 0.022

Pd = 0.258± 0.023(stat.)± 0.012(theory)± 0.005(syst.)

= 0.258± 0.026

R = 2.34± 0.32.

The systematic uncertainty corresponds to the quadratic
sum of the uncertainties of imperfect efficiency deter-
mination, lepton calibration and background estimation.
The theory uncertainty is the quadratic sum of the uncer-
tainties due to ∆ parameters, QCD calculation and fixed
value of sin2 θℓeff. The systematic and theoretical uncer-
tainties are small compared with the statistical uncer-
tainties. Compared with the predictions of CT18NNLO,
MSHT20 [11] and NNPDF4.0 [12] shown in Table I, the
measured Pu is lower than the PDF predictions, while
Pd is higher. This tendency is consistent with the pre-
vious measurement using 5 fb−1 of D0 data [7], where
the mass distribution was unfolded. In the current anal-
ysis, the Pu and Pd parameters are measured by compar-
ing the data and the simulated MC, and hence there is

6

no unfolding-related uncertainties. The ratio R is lower
than the predictions by about 2 standard deviations (the
largest difference, 2.8 standard deviations, is observed
with respect to NNPDF4.0).

Pu Pd R
Measured 0.602±0.022 0.258±0.026 2.34±0.32
CT18NNLO 0.636±0.011 0.213±0.009 2.99±0.16
MSHT20 0.633±0.009 0.204±0.008 3.10±0.14
NNPDF4.0 0.624±0.008 0.190±0.007 3.29±0.13

TABLE I: Measured values of Pu, Pd and R in the full |Y |
range [0, 2.3], together with their predictions from the CT18NNLO,
MSHT20 and NNPDF4.0 PDFs. Predictions are calculated using
ResBos based on the definition in Eq. (2) and Eq. (3). The mea-
sured values are presented with their total uncertainties. The the-
oretical predictions are calculated in the same |Y | range and shown
with their PDF uncertainties.

The |Y |-dependent measurements using both the di-
electron and dimuon AFB distributions are shown in Ta-
ble II. The correlation coefficients of Pu and Pd in the four
|Y | intervals are −0.855, −0.862, −0.866 and −0.871 re-
spectively. The comparison between the measured values
and the predictions from representative PDFs is shown
in Fig. 2. For 1 < |Y | < 1.5 corresponding to x ∼ 0.2,
which is around the peak of the parton density distribu-
tions of the u and d quarks, the measured R differs from
the PDF predictions by more than 3.5 standard devia-
tions, indicating that the d quark contribution is higher
than the PDF expectations. For the other three bins, the
measurements of Pu and Pd show good agreement with
the predictions.

|Y | range Pu δPu

[0, 0.5] 0.515 ± 0.031 ± 0.011 ± 0.009 ± 0.004 ± 0.005 0.034
[0.5, 1.0] 0.589 ± 0.035 ± 0.010 ± 0.008 ± 0.004 ± 0.005 0.038
[1.0, 1.5] 0.568 ± 0.036 ± 0.007 ± 0.010 ± 0.005 ± 0.003 0.038
[1.5, 2.3] 0.680 ± 0.060 ± 0.009 ± 0.020 ± 0.005 ± 0.003 0.064

|Y | range Pd δPd

[0, 0.5] 0.232 ± 0.036 ± 0.007 ± 0.007 ± 0.008 ± 0.001 0.038
[0.5, 1.0] 0.189 ± 0.042 ± 0.008 ± 0.007 ± 0.008 ± 0.004 0.044
[1.0, 1.5] 0.348 ± 0.046 ± 0.005 ± 0.008 ± 0.010 ± 0.002 0.048
[1.5, 2.3] 0.252 ± 0.076 ± 0.014 ± 0.020 ± 0.009 ± 0.002 0.081

|Y | range R δR
[0, 0.5] 2.22 0.50
[0.5, 1.0] 3.11 0.90
[1.0, 1.5] 1.63 0.33
[1.5, 2.3] 2.70 1.09

TABLE II: Measurements of Pu, Pd and R in different |Y | bins.
The uncertainties, in order, are statistical, experimental system-
atic, ∆-induced, sin2 θℓeff and QCD modelling. The final column is
the total uncertainty.

The measurements of Pu and Pd for dielectron and
dimuon channels separately are given in Table III. Due
to the limited detector acceptance and efficiencies for the
muons, the dimuon events contribute appreciably only to
the two lower |Y | intervals. For both the Pu and Pd pa-
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FIG. 2: Measured values of Pu, Pd and R parameters compared
with the predictions of CT18NNLO, MSHT20 and NNPDF4.0. Er-
ror bars of the data points correspond to the total uncertainty of
the measurement, while error bars on the predictions correspond
to the PDF uncertainties. The PDF predictions are offset from the
centers of the intervals for clarity.

rameters in the two lower |Y | bins, the electron and muon
measurements agree within 1.7 standard deviations.

|Y | range Pu δPu

[0, 0.5]
ee 0.554± 0.048± 0.008± 0.010 0.049
µµ 0.504± 0.041± 0.017± 0.014 0.047

CT18NNLO 0.535± 0.010

[0.5, 1]
ee 0.528± 0.049± 0.010± 0.010 0.051
µµ 0.656± 0.054± 0.017± 0.013 0.058

CT18NNLO 0.572± 0.010

|Y | range Pd δPd

[0, 0.5]
ee 0.143± 0.063± 0.004± 0.010 0.064
µµ 0.266± 0.044± 0.012± 0.012 0.047

CT18NNLO 0.211± 0.008

[0.5, 1]
ee 0.270± 0.066± 0.007± 0.011 0.067
µµ 0.124± 0.055± 0.013± 0.012 0.058

CT18NNLO 0.220± 0.007

TABLE III: Central values and uncertainties of the |Y |-dependent
Pu and Pd parameters using dielectron events and dimuon events.
The uncertainties, in order, are statistical, experimental systemat-
ics and theoretical systematics including PDF, sin2 θℓeff and QCD
modelling. The last column δPq gives the total uncertainty. Pre-
dictions of CT18NNLO are shown with corresponding PDF uncer-
tainties.

In conclusion, we have performed a new measurement
of the proton structure parameters Pu and Pd using the
forward-backward asymmetry in pp̄ → Z/γ∗ → ℓ+ℓ−

events using Tevatron data corresponding to 8.6 fb−1 of
integrated luminosity. Taking advantage of the asymme-
try of the weak interaction, the u and d quark contri-



Impact of New Data
• Impact of newer (13 TeV) data being assessed, and older (7-8 TeV) data within new theory approaches:

★New study of impact of jet vs. dijet production at up to aN3LO order (more later).
★Preference for dijet data, and for aN3LO. PDF impact depends on order (NNLO vs aN3LO).

MSHT, arXiv:2312.12505

Impact of New Data
• Impact of newer (13 TeV) data being assessed, and older (7-8 TeV) data within new theory approaches:

★  New study of impact of jet vs. dijet production.
★ impact depends on order (NNLO vs aN3LO).
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Figure 5: The gluon PDF resulting from the jet and dijet fits, with respect to the no jets/dijets case. The left (right)

plot corresponds to the NNLO (aN
3
LO) case. The top plots show the PDF ratio, including the 68% C.L. PDF errors,

while the bottom plots show the symmetrised errors. Also shown in both top plots are jet and dijet cases at aN
3
LO,

but with NNLO K-factors.

dijet rather than inclusive jet data in the fit, when both options are available. However when
and if the full correlations between the two data sets become available, this conclusion will need
to be reassessed.

2.3 Impact on PDFs
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the dijet data preferring a somewhat larger gluon. This is consistent with the reasonable degree
of tension observed in the two fits in Table 1, as well as with the fact that the dijet fit give a
rather better description of the ATLAS Z pT data [24], which is found to prefer a larger high x
gluon in the MSHT20 fit [1,9, 10]. At aN3LO, on the other hand, the pull on the gluon is more
consistent, which is again as expected from the smaller degree of tension observed between the
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To investigate this further, we also show in Fig. 5 (right) the impact on the gluon at aN3LO,
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Fit Quality
• Consider impact of both inclusive or dijet data at NNLO and aN3LO in 
the MSHT20 fit.

Jet fit:

Dijet fit:

Npts NNLO aN
3
LO

ATLAS 7 TeV jets 140 1.54 1.44

CMS 7 TeV jets 158 1.29 1.31

ATLAS 8 TeV jets 171 1.96 1.82

CMS 8 TeV jets 174 1.83 1.82

Total Jets 643 1.67 1.61

Table 1: �
2
breakdown for global fits at NNLO and aN

3
LO including jet and dijet data, as described in the

text. Datasets that are fit are shown in bold, while �
2
comparisons for datasets not included in the fit are not.

The �
2
per point is shown in brackets.
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3
LO

ATLAS 7 TeV dijets 90 1.06 1.12

CMS 7 TeV dijets 54 1.43 1.39

CMS 8 TeV dijets 122 1.05 0.82

Total Dijets 266 1.13 1.04

Table 2: �
2
breakdown for global fits at NNLO and aN

3
LO including jet and dijet data, as described in the

text. Datasets that are fit are shown in bold, while �
2
comparisons for datasets not included in the fit are not.

The �
2
per point is shown in brackets.
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★ NNLO: Fit quality to dijet data very good (1.13), clearly worse for jets (1.67).

★ aN3LO: Some improvement in both cases (1.04, 1.63 for jets, dijets) but 
inclusive jet remains a rather bad fit!

Dijets Jets
*NB we use stat. correlations here. Not included by other groups, and leads to deterioration in fit quality.

*

NB: smooth decorrelation 
of systematics applied for 
ATLAS inclusive jet data.
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CMS 8 TeV dijets 122 1.05 0.82

Total Dijets 266 1.13 1.04

Table 2: �
2
breakdown for global fits at NNLO and aN

3
LO including jet and dijet data, as described in the

text. Datasets that are fit are shown in bold, while �
2
comparisons for datasets not included in the fit are not.

The �
2
per point is shown in brackets.
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HT /2 HT /2 HT /4 HT /4

ID# Experimental data set Npt CT18 nTT1 nTT2 nTT1 nTT2

110 CCFR F
p
2 [200] 69 1.1 1.1 1.1 1.2 1.2

545 CMS 8 TeV 19.7 fb
�1

, single incl. jet cross sec., R = 0.7, (extended in y) [201] 185 1.1 1.2 1.2 1.2 1.2

573 CMS 8 TeV 19.7 fb
�1

, tt̄ norm. double-di↵. top pT and y cross sec. [22] 16 1.2 1.2 1.2 1.1 1.1

580 ATLAS 8 TeV 20.3 fb
�1

, tt̄ pT,t and mtt̄ abs. spectrum [19] 15 0.6 0.7 0.7 0.7 0.7

521 ATLAS 13 TeV 36.1 fb
�1

, tt̄ abs. ytt̄ cross sec. all-hadronic [24] 12 - 1.0 1.0 1.1 1.1

528 CMS 13 TeV 35.9 fb
�1

, tt̄ abs. ytt̄ cross sec. dilepton ch. [26] 10 - 0.8 0.8 0.5 0.7

532 ATLAS 13 TeV 36 fb
�1

, tt̄ abs. ytt̄ cross sec. l+j ch. cms-bin [23] 10 - 0.7 - 0.8 -

587 ATLAS 13 TeV 36 fb
�1

, tt̄ abs. ytt̄,mtt̄, y
B
tt̄
, H

tt̄
T cross secs. l+j ch. [23] 34 - - 1.0 - 1.1

581 CMS 13 TeV 137 fb
�1

, tt̄ abs. mtt̄ cross sec. l+j ch. [28] 15 - 1.1 1.1 1.6 1.7

TABLE IV. Data sets of the extended NNLO global QCD analysis including the optimal com-
binations CT18+nTT1 and CT18+nTT2. Here we directly compare the quality-of-fit found
for CT18+nTT1 and CT18+nTT2 vs. CT18 NNLO on the basis of �2/Npt and scale choices
{HT /2, HT /4} for the central theory predictions of the tt̄ data at 13 TeV. We only report the
CT18 data sets for which the �2/Npt exhibits a noticeable change.
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FIG. 14. Impact of CT18+nTT1 on the global QCD analysis at NNLO. Left: gluon PDF ratio to
CT18 NNLO. Right: Rs(x,Q) = (s + s̄)/(ū + d̄). Error bands with di↵erent hatching represent
di↵erent choices for the central scale in the 13 TeV tt̄ theory predictions: HT /4 (green), and HT /2
(red). PDF uncertainties are evaluated at the 90% CL.

a bump in the 0.2 . x . 0.6 region. Upon inclusion of the nTT1 combination in the
CT18mJet+nTT1-HT/2 and CT18mJet+nTT1-HT/4 global fits, we observe a softer gluon
in the x & 0.1 range, regardless of the central-scale choice.

Comparing the gluon error bands in Fig. 16 (right), we note that uncertainties are only
marginally reduced when nTT1 is included, with a small increase in the 0.06 . x . 0.15
region for scale choice HT/4. This is due to small tensions with several data sets in the
baseline, in particular the D0 run II 9.7 fb�1 electron charge asymmetry Ach, with pT l > 25
GeV measurements [208], and the structure function measurements F

p

2
[209] and F

d

2
[210]

from the BCDMS collaboration. From an L2 sensitivity study, one can see that the latter
have a preference for a harder gluon PDF at large x as compared to the nTT1 data, while
the D0 run II electron charge asymmetry Ach data are sensitive to the u- and ū-quark PDFs
with opposite trend as compared to BCDMS F

d

2
.

✦ 13 TeV      : study within CT global PDF fit.
✦  Impact moderate but non-negligible.
✦  Complementarity with LHC jet data 

highlighted.
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FIG. 16. Global fit without jet data vs CT18NNLO. Left: PDF ratio to CT18. Right: Error bands
comparison.
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FIG. 17. Global fit without tt̄ data vs CT18NNLO. Left: PDF ratio to CT18. Right: Error bands
comparison.

Di↵erences between the nTT1 and nTT2 data subsets. To conclude this section,
we wish to discuss di↵erences between the nTT1 and nTT2 data subsets and their interplay
with the 8 TeV top-quark data in the CT18 baseline. To facilitate this analysis and better
emphasize the di↵erences, we study the impact of the nTT1 and nTT2 data subsets on the
gluon PDF uncertainty in the CT18mJet global fit, where inclusive jet data are removed.
The results of this study are illustrated in Fig. 19.

In Fig. 19(left) we observe an increase in the gluon uncertainty in the 0.06 . x . 0.15
region when the central scale in the nTT1 theory predictions is set to HT/4. The same
increase is not present for the nTT2 combination in Fig. 19(right). This is one of the main
di↵erences which emerges in the nTT1 combination containing the ytt̄ distribution from the
ATL13lj measurements resolved in terms of CMS bins that uses HT/4 as the central scale in
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Figure 1: The �2 profile for the NNLO (left) and aN3LO (right) PDF fits as ↵S(M
2
Z) is scanned from 0.112 to 0.122.

The best fit ↵S(M
2
Z) value, best fit �2 and number of datapoints are given on the figures.

(left) and aN3LO (right) are shown in Fig. 1. The points represent the fit qualities in �
2 of the

individual ↵S(M2

Z) fits whilst the line represents a quadratic fit, demonstrating the expected
quadratic behaviour of the profiles about their global minima and indeed across the whole large
range of ↵S(M2

Z) considered.
The �2 values of the global minima are given on the figures at NNLO and aN3LO, in addition

we provide in Table 1 the changes in the global PDF fit �2 as ↵S(M2

Z) is scanned across a wide
range of values. This information may be of use for analyses which wish to extract ↵S(M2

Z)
from individual measurements, while still bearing in mind the variation of the PDF global fit
quality with ↵S(M2

Z). Nonetheless, the correlations between the new measurement and the data
in the PDF fit would still neglected in this case and the issues raised by [39] for individual
↵S(M2

Z) extractions still apply. For these reasons, the determination of ↵S(M2

Z) in a global fit
simultaneously with the PDFs (i.e. refitting the PDFs with ↵S(M2

Z)) remains necessary and of
significant interest.

The �
2 values at the best fit ↵S(M2

Z) demonstrate the preference in the fit for aN3LO, with
the best fit at aN3LO approximately 212 points better in �

2 for the same number of datapoints.
This comes at the expense of only 20 additional theory “nuisance” parameters included in the
aN3LO fit with respect to the NNLO, parameterising the missing pieces of the N3LO information
and hence the missing higher order uncertainties (MHOUs) in the fit. This improvement is
similar to, though somewhat larger than, that observed at the default value of ↵S(M2

Z)=0.118
with which the global PDFs are provided. This di↵erence can be explained by the fact that the
comparison is being made at slightly di↵erent values of ↵S(M2

Z), corresponding to the best fits
at NNLO and aN3LO, as well as the addition of the ATLAS 8 TeV inclusive jet data, and the
other theoretical updates described in [32]. We observe that the Deep Inelastic Scattering (DIS)
datasets, for which the N3LO theory is almost complete, i.e. the light quark coe�cient functions
are known exactly [1], change by ��

2 = �97 in going from NNLO to aN3LO, whilst Drell-Yan
changes by ��

2 = �25 (with a negative value corresponding to an improvement in �
2). The

inclusive jets, vector boson plus jets (including Z pT data), top production, and Semi-inclusive
DIS datasets all also improve, changing by ��

2 = �12,�76,�3,�5 respectively. These are
similar to the observations in [29], with the DIS and vector boson plus jets data providing the
most significant improvements in going from NNLO to aN3LO. Nonetheless, we now observe
somewhat greater improvements in the Drell-Yan, SIDIS and inclusive jets data, with the latter
a direct impact of the additional inclusion of the ATLAS 8 TeV inclusive jets data, as reported
in [32].

3

MSHT, arXiv:2404.02964
The overall determination of the best fit values of ↵S(M2

Z) and its uncertainty at NNLO and
aN3LO are therefore:

↵S(M
2

Z)(NNLO) = 0.1171± 0.0014

↵S(M
2

Z)(aN
3LO) = 0.1170± 0.0016

Here we have taken the most conservative of the upper and lower bounds on ↵S(M2

Z) at each
order and symmetrised for simplicity. The consistency of the determinations at NNLO and
aN3LO is clear, particularly considering the NLO determination in our previous study [34] of
↵S(M2

Z)(NLO) = 0.1203± 0.0015. In addition the inclusion of missing higher order theoretical
uncertainties in the aN3LO determination results in the slightly weaker bounds observed at
aN3LO. These bounds on ↵S(M2

Z) correspond to a ��
2 = 13 at NNLO and ��

2 = 16 at
aN3LO. Both the NNLO and aN3LO ↵S(M2

Z) determinations are consistent with the Particle
Data Group (NNLO) world average of 0.1180± 0.0009 [37].

3 Examination of Approximate N3LO ↵S(M 2
Z
) sensitivity

3.1 Sensitivity of the Splitting functions

In the aN3LO fit the form of the splitting functions is allowed to vary in the fit, guided by a
prior uncertainty band that is determined from the known information about these objects at
the time of the release of the MSHT20aN3LO set. We will in general expect some dependence
of the resulting splitting functions on the value of the strong coupling, and vice versa.

It is therefore useful to examine the impact of the value of the strong coupling on the best fit
splitting functions. This is shown in Fig. 8 for the two cases that show the highest sensitivity;
for other splitting functions the dependence is hardly visible on the plots. In particular, these
show both the prior, and the posterior (at the best fit value of ↵S(M2

Z) = 0.117) uncertainty
bands, as well as in the red dashed lines the best fit posterior splitting functions that result when
↵S(M2

Z) is varied by ±0.001. For demonstration purposes, we note that the splitting functions
are shown at a fixed value of ↵S = 0.2, which isolates the impact from the fit on the extracted
splitting functions.

We can see that the largest dependence is for the gluon–gluon splitting function, which is as
we might expect given the known correlation between the value of the strong coupling and the
gluon PDF. For the larger value of ↵S(M2

Z) = 0.118, the splitting function is larger in the visible
(lower x) region on the plots, while for the lower value of ↵S(M2

Z) = 0.116 it is lower. The size
of the variation is nonetheless safely smaller than, although not negligible with respect to, the
quoted posterior uncertainty, and in all cases these are within the original prior band. For the
quark–gluon splitting function (and, as mentioned above the other cases not shown here) the
dependence is much smaller.

This therefore indicates some mild sensitivity of the preferred splitting function on the value
of ↵S(M2

Z). Conversely, given this is a relatively small e↵ect we can expect any dependence of
the extracted value of ↵S(M2

Z) on the precise treatment of the splitting function uncertainties
to be even smaller. Given additional information from more recent theoretical calculations of
the splitting functions [4–8] is now available, this provides reassuring evidence that our analysis
should not be significantly changed when this information is included in the PDF fit. Indeed,
this is supported by the observation made earlier, that taking the updated splitting functions
of [4–7] resulted in a best fit ↵S(M2

Z) very close to that we obtain in this work.
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★Nice convergence from NNLO to aN3LO. 
Fully consistent with PDG.

★Errors slightly larger (more accurate) due to 
MHO uncertainty.

✦ New data - and theory - ‘valence’ charm in 
proton. Evidence for non perturbatively 
generate charm and charm difference - 
`instrinsic’ charm.

✦ Evidence from global fit quality, but 
particular LHC (+ EIC) data sets can have 
further impact. 
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FIG. 5: The reduced charm-tagged cross-section asymmetry
A�cc̄ , Eq. (5), at Q

2 = 20 GeV2 computed at NNLO QCD
using the nonvanishing valence PDF determined here. The
result with vanishing charm valence is also shown for compar-
ison. The bands correspond to one-sigma PDF uncertainties.
The projected statistical uncertainties at the EIC [15] (run-
ning at

p
s = 63 GeV for L = 10 fb�1) are also shown.

FIG. 6: Same as Fig. 5 for the charm-tagged parity-violating
structure function xF

cc̄
3 (x, Q

2) at the EIC (no projection for
the statistical accuracy of the EIC mmeasurement is avail-
able).

at LO is already proportional to xc�, hence provides
a direct constraint on valence charm. Predictions for
this observable, are presented in Fig. 6. Even in the
absence of detailed predictions for prospective EIC
measurements of this observable, it is clear that its
measurement would significantly constrain the charm
valence PDF.

Outlook. Our main conclusion is that current exper-
imental data provide support for the hypothesis that
the valence charm PDF may be nonzero, even though
with the NNPDF4.0 dataset it is not possible to reach
three-sigma evidence. Whereas the situation may im-
prove somewhat with future PDF determinations based
on the full LHC Run-3 dataset, dedicated observables

such as the LHCb charm asymmetry Eq. (4) as well as
charm production at the EIC Eq. (5) will be needed in
order to achieve firm evidence or discovery. Other ex-
perimental probes that could be explored in this context
include open charm production and asymmetries at the
LHC, in particular for forward (LHCb [42, 43]) and far-
forward (FASER⌫ [44], SND@LHC [45], and the Forward
Physics Facility [46, 47]) detectors. Progress in lattice
computations might well also provide further constraints.

From the theory point of view, ongoing e↵orts towards
a NNPDF determination based on N3LO calculations
should reduce some of the theory uncertainties a↵ecting
the current determination. On a more speculative vein, it
might also be interesting to investigate an intrinsic bot-
tom quark component and its eventual asymmetry.
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FIG. 3: Top: the 3FNS (intrinsic) valence charm PDF xc
�,

compared to the 4FNS result (same as Fig. 1 bottom). The
3FNS also includes MHOU due to the inversion from the
4FNS to the 3FNS. Bottom: the pull for valence xc

� charm
PDF in the 3FNS. Results are shown both for the default fit
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c
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In Fig. 4 we display the asymmetry Ac(yZ), Eq. (4),
computed for

p
s = 13 TeV using the PDFs determined

here, that allow for a nonvanishing valence component,
as well as the default NNPDF4.0 with c = c̄. Results
are computed using mg5 aMC@NLO [31] at leading order
(LO) matched to Pythia8 [32, 33], with the same D-
meson tagging and jet-reconstruction algorithm as in [10,
14]. The leading order parton-level result is also shown.

It is apparent from Fig. 4 that, even though the
forward-backward asymmetry of the Z decay generates
a small asymmetry Ac 6= 0 even when c = c̄ [34, 35], the
LO e↵ect due to an asymmetry between c an c̄ PDFs is
much larger, and stable upon showering and hadroniza-
tion corrections. Indeed, higher-order QCD corrections
largely cancel in the ratio Ac(yZ).

In Fig. 4 we also display projected uncertainties for
the LHCb measurement of this asymmetry at Run 3
and at the HL-LHC (see App. F for details), showing
that a valence component of the same size as our central

FIG. 4: The charm asymmetry Ac(yZ), Eq. (4), in Z+c-jet
production at LHCb (

p
s = 13 TeV) evaluated at LO matched

to parton showers with the nonvanishing valence PDF deter-
mined here. The pure LO result and the result with vanishing
charm valence are also shown for comparison. The bands cor-
respond to one-sigma PDF uncertainties. Projected statistical
uncertainties for LHCb measurements at Run 4 (L = 50 fb�1)
and the HL-LHC (L = 300 fb�1) are also shown.

prediction could be detected respectively at about a two
sigma or four sigma level.

Charm-tagged DIS at the EIC. A standard probe of
the charm component of the proton is the deep-inelastic
charm structure function F c

2 [30, 36–38] and the as-
sociate deep-inelastic reduced charm production cross-
section �c̄c

red. Correspondingly, the charm valence can be
determined from the reduced cross-section asymmetry

A�cc̄(x, Q2) ⌘ �c
red(x, Q2) � �c̄

red(x, Q2)

�cc̄
red(x, Q2)

. (5)

A measurement of this observable requires reconstructing
final-state D-mesons by identifying their decay products.
At the future EIC this will be possible with good preci-
sion using the proposed ePIC detector [15, 39, 40].

The predicted asymmetry A�cc̄ at Q2 = 20 GeV2 is
shown in Fig. 5; results are shown at the reduced charm
(parton) cross-section level, evaluated with YADISM [41]
at NNLO accuracy. As in Fig. 4, we show results obtained
both using the PDFs determined here, that allow for a
nonvanishing valence component, as well as the default
NNPDF4.0 with c = c̄. We also display the projected
statistical uncertainties [15] at the EIC running at

p
s =

63 GeV for L = 10 fb�1 (see App. G). It is clear that a
nonvanishing charm valence component can be measured
at the EIC to very high significance even for a moderate
amount of integrated luminosity.

In addition to the charm-tagged structure function
F cc̄

2 , at the EIC complementary sensitivity to the charm
valence content of the proton would be provided by
the charm-tagged parity-violating structure function
xF cc̄

3 (x, Q2). This observable has the advantage that

LHCb

EIC

17

See talk by J. Rojo
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Figure 12: Parton distributions obtained in a fit to HERA DIS data together with the CMS dijet
data, compared to a fit to HERA DIS data alone. Shown are the PDFs of the up and down
valence quarks (upper row), of the gluon (lower left), and of the total sea quarks (lower right)
as a function of the fractional parton momentum x at a factorization scale equal to the top quark
mass. The bands indicate the fit uncertainty and are shown in the lower panels as a relative
uncertainty with respect to the corresponding central values. The lines in the lower panels
show the ratios between the fitted central values.

value of 0.1166 ± 0.0017 obtained in Ref. [62], and with the world average value of 0.1179 ±
0.0009 [77].

Parton distributions obtained in previous analyses at
p

s = 8 or 13 TeV of the inclusive jet [61,
62, 78] or the 3D dijet cross section [5] are not easily comparable directly because of significant
differences in the fit setup, the PDF parametrizations, the model parameters, and particularly
in the theoretical calculations at 8 TeV, which were only available at NLO. Taking the fit uncer-
tainty in aS(mZ) obtained in a simultaneous fit with the PDFs as a figure of merit, the 13 TeV
results are more precise, which is consistent with the increase in integrated luminosity.

CMS, arXiv: 2306.03918
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★Not just global fitters - experimental 
collaborations also busily assessing impact of 
their data on PDFs.

★Though some caution often needed: impact not 
the same as in global fit.

ATLASpdf21

ATLAS, arXiv:2306.03918

★Not just LHC data. Seaquest example of non-
LHC dataset with important impact (high     
flavour decomposition).

★Though some tension with other (NuSea) data!
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ABMP16

ABMP16+SeaQuest

⇤ d̄(x)/ū(x) > 1 up to
x . 0.5� 0.6.

⇤ d̄(x)/ū(x) < 1 at both
small (10�4) (small x
behaviour from LHCb DY)
and very large x .

⇤ SeaQuest data play a
constraining role for x & 0.3
(slight decrease of the
uncertainties and
modification of the central
set).

S. Alekhin, M.V. Garzelli et al. More on ABMP16: ABMP16 + SeaQuest November 17th, 2023 11 / 19

9. Backup Slides

New data - Seaquest (NNLO)
Seaquest (E906) fixed target DY data - sensitivity to high x q, q̄:
∆ ‡D/‡H ≥ 1 + d̄/ū. Direct measurement of d̄/ū at high x .
Various models for d̄/ū at high x : Pauli blocking, pion cloud, etc.
Previous questions of NuSea (E866) data preferring d̄ < ū at x ¥ 0.4.
Clearly raises high x d̄/ū. Tension with NuSea which pulls it down.

Dataset Npts MSHT20 New
Seaquest 6 - 8.2
NuSea 15 9.8 19.0

Total (without
Seaquest or NuSea) 4348 5102.3 5112.1

NuSea ‰2/Npts: 0.65 æ 1.27,
when Seaquest added.

Rest of data also worsens in ‰2 by 9 points, with 4.5 in E866 absolute
DY (rather than ratio), 4.4 in NMC n/p, 4.3 in DØ W asymmetry.

Thomas Cridge MSHT20aN3LO Review 12th May 2023 26 / 30

Preliminary!

 
Preliminary

M. V. Garzeili, PDF4LHC23 meeting
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New Developments
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Motivation

scale variation at NNLO underestimated the true size of the N3LO corrections. We note,

however, that the size of the bands at NNLO was particularly small for the NCDY process,

often at the sub-percent level depending on the invariant masses considered.

In figure 7 we show the dependence of the cross section for Q = 100 GeV on one of the

two perturbative scales with the other held fixed at some value in the interval [Q/2, 2Q].

We observe a very good reduction of the scale dependence as we increase the perturbative

order, with only a very mild scale dependence at N3LO. Just like for the photon-only and

W cases, the bands from NNLO and N3LO do not overlap. 1

Figure 5: The K-factors ⌃N
k
LO

/⌃N
3
LO as a function of invariant masses 10 GeV Q 150

GeV for k  3. The bands are obtained by varying the perturbative scales by a factor of

two around the central µcent. = Q.

LO NLO

NNLO N3LO
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Figure 6: The K-factors ⌃N
k
LO

/⌃N
3
LO as a function of invariant masses Q 1.800 GeV

for k  3. The bands are obtained by varying the perturbative scales by a factor of two

around the central µcent. = Q.

1The leading order cross section does not depend on the strong coupling constant and consequently does

also not change with variation of the renormalisation scale. As a result the right panel of fig. 7 does not

show any band for the leading order cross section.

– 14 –

★State of the art is NNLO for PDF fits but a lot known at N3LO about 
DGLAP evolution and DIS (light + heavy flavours). Why not use this?

★For hadron colliders less is known but already quite a bit

• Uncertainty due to lack of N3LO PDFs a key 
factor        need to - and can - go to N3LO!

11/25

THE PRECISION VERSUS ACCURACY CHALLENGE: THE THEORY SIDE
� = ↵p

s�0 + ↵p+1
s �1 + ↵p+2

s �2 +O(↵p+3
s )
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‣ Standard global PDF fits based on fixed-order NNLO QCD calculations. PDF uncertainty reflects experimental uncertainty. 
‣ N3LO is now the precision frontier for partonic cross sections (N3LO splitting functions partially known) 
‣ Mismatch between perturbative order of partonic cross section and PDFs becoming significant source of uncertainty 
‣ First aN3LO PDFs available: MSHT20aN3LO [arXiv:2207.04739] and NNPDF40aN3LO [on the arXiv tomorrow] 

Courtesy of A. Huss and G, Magni 

�(PDF � TH) =
1

2

�����
�
(2)

NNLO�PDFs
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(2)

NLO�PDFs

�
(2)

NNLO�PDFs

�����
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With aN3LO availability can see that 
this is  over-conservative measure of 
mismatch between NNLO PDFs and 
N3LO partonic cross sections 

Gluon-gluon fusion into Higgs

20
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Drell Yan

Higgs

C. Duhr and B. Mistleberger, arXiv:2111.10379
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Figure 5: The dependence of the cross-section on the renormalization scale for a fixed value of the
factorization scale.

To summarize, we have investigated the convergence of the threshold expansion at

N3LO using two di↵erent methods. Both methods confirm our expectation that the thresh-

old expansion provides a very good approximation to the exact result. The result of our

analysis can be quantified by assigning a (conservative) uncertainty estimate to the trun-

cation of the threshold expansion. We assign an uncertainty due to the truncation of the

threshold expansion which is as large as3.

�(trunc) = 10⇥
�(3)

EFT (37)� �(3)

EFT (27)

�N
3
LO

EFT

= 0.37% . (3.10)

The factor 10 is a conservative estimator of the progression of the series beyond the first 37

terms. Note that the complete N3LO cross-section appears in the denominator of eq. (3.10),

i.e., the uncertainty applies to the complete N3LO result, not just the coe�cient of a5s.

3.3 Scale variation at N
3
LO and the omission of N

3
LO e↵ects in parton densities

Having established that the threshold expansion provides a reliable estimate of the N3LO

cross-section, we proceed to study the dependence of the cross-section on the renormaliza-

tion and factorization scales µR and µF .

In Fig. 5 we fix the factorization scale to µF = mH/2 and vary the renormalization

scale. We observe that the perturbative series in the strong coupling converges faster for

3In the estimate of the various components of the theoretical uncertainty that we carry out in these

sections, we always give numerical results for Setup I. When considering di↵erent parameters (Higgs mass

or collider energy, for example), we re-assess these uncertainties. For example, �(trunc) increases from

0.11% at 2 TeV to 0.38% at 14 TeV.

– 12 –

C. Anastasiou et al., 
arxiv:1602.00695

• N3LO:

★As (LHC) data becomes ever more precise sensitivity to any data/theory mismatch increases.
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�2 ⇠
X (D � T )2

�2
exp

<latexit sha1_base64="Ln313lOEOOOnpOwLtfUnfYaCFy4=">AAACQnicdVBNbxMxFPSWrxK+UjhyeSJB4hR59xCSW6Vy4ICgoKYtitOV1/EmVm3vYr8tjVb727jwC7jxA7hwACGuHHC2QQIEI1kazczT85us1MojpR+jrUuXr1y9tn29c+Pmrdt3ujt3D31ROSEnotCFO864l1pZOUGFWh6XTnKTaXmUne6t/aMz6bwq7AGuSjkzfGFVrgTHIKXd1/2DtK6ZM/C8OTmHlj170TTArHwDT4C9UoslcueKt8DEUp0kwLAApmyOqz5wD33m1cLwtB2V52XTBmg/7fbogAYMh7Am8YjGgYzHoyQZQ9xalPbIBvtp9wObF6Iy0qLQ3PtpTEuc1dyhElo2HVZ5WXJxyhdyGqjlRvpZ3VbQwMOgzCEvXHgWoVV/n6i58X5lspA0HJf+b28t/subVpiPZrWyZYXSiotFeaUh3LjuE+bKSYF6FQgXToW/glhyxwWG1juhhF+Xwv/JYTKIh4Phy6S3u7epY5vcJw/IIxKTx2SXPCX7ZEIEeUc+kS/ka/Q++hx9i75fRLeizcw98geiHz8BNQmvaQ==</latexit>

TNxLO 6= D ) �2 ! 1 as �exp ! 0

★Need to account for this missing 
higher order uncertainty:

• Missing higher orders:

‣ More accurate PDF 
uncertainty.

‣ Weight datasets correctly in fit (less well 
known         larger uncertainty).
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New Developments : aN3LO and missing higher orders
• Two approximate N3LO (aN3LO) global PDF sets available: MSHTaN3LO and NNPDF4.0aN3LO.

N3LO QCD corrections in PDF determination
Splitting Functions

Singlet (Pqq, Pgg, Pgq, Pqg)
– large-nf limit [NPB915 (2017) 335; arXiv:2308.07958]

– small-x limit [JHEP 06 (2018) 145]

– large-x limit [NPB832 (2010) 152; JHEP 04 (2020) 018; JHEP 09 (2022) 155]

– 5 (10) lowest Mellin moments [PLB 825 (2022) 136853; ibid. 842 (2023) 137944; ibid. 846 (2023) 138215]

Non-singlet (PNS,v, PNS,+, PNS,�)
– large-nf limit [NPB915 (2017) 335; arXiv:2308.07958]

– small-x limit [JHEP 08 (2022) 135]

– large-x limit [JHEP 10 (2017) 041]

– 8 lowest Mellin moments [JHEP 06 (2018) 073]

DIS structure functions (FL, F2, F3)

– DIS NC (massless) [NPB492 (1997) 338; PLB 606 (2005) 123; NPB724 (2005) 3]

– DIS CC (massless) [Nucl.Phys.B 813 (2009) 220]

– massive from parametrisation combining known limits and damping functions [NPB864 (2012) 399]

PDF matching conditions

– all known except for a3
H,g

[NPB820 (2009) 417; NPB886 (2014) 733; JHEP 12 (2022) 134]

Coe�cient functions for other processes

– DY (inclusive) [JHEP 11 (2020) 143]; DY (y di↵erential) [PRL 128 (2022) 052001]

Emanuele R. Nocera (UNITO) Collinear PDFs 23 October 2023 16 / 28

Emanuele Nocera, Forward Physics and 
QCD at the LHC and EIC, Bad Honnef 23

• Approximate splitting functions built up from 
known information. Approximate      poorly 
known. A lot of information available:

21
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6=

Oq,g renormalize multiplicatively with a matrix of renormalization constants Z ij. As already

pointed out in ref. [20], Oq and Og mix with a set of gauge-variant operators, known as aliens. The

basis of aliens was determined in ref. [21] at two loops. The general theory on the renormalization

of gauge-invariant operators was then developed in refs. [22–26]. Recently the basis of alien

operators up to four loops was constructed explicitly for any fixed moment N [27]. This basis is

consistent with the counterterms computed at two and three loops for all values of N in refs. [21,

28, 29] and [19], respectively. For the case at hand the renormalization proceeds along the lines of

these references, but since it is technically more involved we defer the details to a later publication.

The anomalous dimensions γ ij in eq. (2) are obtained from the renormalization constants Z ij.

They are determined by requiring the finiteness of the renormalized operator matrix elements

(OMEs) Aij = ⟨ j(p)|Oi| j(p)⟩. These are two-point Green functions of the operator Oi with off-

shell external states j of momentum p, where j can be a quark (q), gluon (g) or ghost (c).

The Feynman diagrams for the OMEs have been generated using QGRAF [30] and then pro-

cessed, see ref. [31], by a FORM [32–34] program which collects self-energy insertions, determines

the colour factors [35] and classifies the topologies according to the conventions of the FORCER

program [36]. An optimized in-house version of this program has been employed to perform the

integral reduction for fixed even values of N in 4−2ε dimensions. Diagrams with the same colour

factor and topology have been merged into meta-diagrams for computational efficiency.

In this manner, we were able to compute the physical OMEs Aqg for the gluon-to-quark splitting

function to four loops for N ≤ 20. The other physical OMEs Aps, Agq and Agg are needed at three

loops for the determination of γ
(3)
qg , and the OMEs with the alien operators inserted into a gluon

two-point function, AAg, are required only to two loops. These computations yield the following

results for the N3LO contributions to the anomalous dimensions γqg in eq. (2) for QCD, i.e., the

gauge group SU(nc = 3):

γ
(3)
qg (N=2) = −654.4627782nf +245.6106197n2

f −0.924990969n3
f ,

γ
(3)
qg (N=4) = 290.3110686nf −76.51672403n2

f −4.911625629n3
f ,

γ
(3)
qg (N=6) = 335.8008046nf −124.5710225n2

f −4.193871425n3
f ,

γ
(3)
qg (N=8) = 294.5876830nf −135.3767647n2

f −3.609775642n3
f ,

γ
(3)
qg (N=10) = 241.6153399nf −135.1874247n2

f −3.189394834n3
f ,

γ
(3)
qg (N=12) = 191.9712464nf −131.1631663n2

f −2.877104430n3
f ,

γ
(3)
qg (N=14) = 148.5682948nf −125.8231081n2

f −2.635918561n3
f ,

γ
(3)
qg (N=16) = 111.3404252nf −120.1681987n2

f −2.443379039n3
f ,

γ
(3)
qg (N=18) = 79.51561588nf −114.6171354n2

f −2.285486861n3
f ,

γ
(3)
qg (N=20) = 52.24329555nf −109.3424891n2

f −2.153153725n3
f . (4)

The corresponding exact results, in terms of fractions and the values ζ3, ζ4 and ζ5 of the Riemann

ζ-function, are given for a general compact simple gauge group in app. A, eqs. (A.3) – (A.12).
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The setup of our OME computations follows previous work [12, 17]. The necessary Feynman

rules are determined from eqs. (7) – (11), which are sufficient for the present computations. The

diagrams for the OMEs A ij = ⟨ j(p)|Oi | j(p)⟩ with (physical or alien) spin-N twist-two operators

Oi inserted in Green’s functions with off-shell quarks, gluons or ghosts have been generated using

QGRAF [34] and then processed, see ref. [35], by a FORM [36–38] program which collects self-

energy insertions, determines the colour factors [39] and classifies the topologies according to the

conventions of the FORCER package [40]. For computational efficiency, diagrams with the same

colour factor and topology are merged into meta-diagrams.

An optimized in-house version of FORCER, briefly discussed in ref. [13], is employed to

perform the integral reductions for fixed integer values of N. In practice, the range in N is limited

by the occurrence of high powers of scalar products in the loop integrals for high values of N,

which lead to large-size expressions and long computing times in the topology transformations

and parametric reductions encoded in FORCER. The divergences in the OMEs Aij are treated in

dimensional regularization with D = 4−2ε dimensions, hence the Z-factors in eq. (12) are simple

Laurent series in ε and the anomalous dimensions γ ij can be read off from their single poles 1/ε.

For the quark-quark splitting functions, the physical OMEs Aqq have been obtained at even

N ≤ 20 up to four loops. This includes both the flavour non-singlet parts [13] and the pure-singlet

contributions addressed in the present letter. The physical OMEs Aqg, Agq and Agg and those

with the alien operators inserted into a quark two-point function, AAq, have been computed up

to three loops. All others were needed at two loops only for the extraction of P
(3)
ps at four loops

using eq. (13). This leads to the following results for the N3LO contributions to the pure-singlet

anomalous dimensions in eq. (4) for QCD, i.e., the gauge group SU(nc = 3),

γ
(3)
ps (N=2) = −691.5937093nf +84.77398149n2

f +4.466956849n3
f ,

γ
(3)
ps (N=4) = −109.3302335nf +8.776885259n2

f +0.306077137n3
f ,

γ
(3)
ps (N=6) = −46.03061374nf +4.744075766n2

f +0.042548957n3
f ,

γ
(3)
ps (N=8) = −24.01455020nf +3.235193483n2

f −0.007889256n3
f ,

γ
(3)
ps (N=10) = −13.73039387nf +2.375018759n2

f −0.021029241n3
f ,

γ
(3)
ps (N=12) = −8.152592251nf +1.819958178n2

f −0.024330231n3
f ,

γ
(3)
ps (N=14) = −4.840447180nf +1.438327380n2

f −0.024479943n3
f ,

γ
(3)
ps (N=16) = −2.751136330nf +1.164299642n2

f −0.023546009n3
f ,

γ
(3)
ps (N=18) = −1.375969240nf +0.960873318n2

f −0.022264393n3
f ,

γ
(3)
ps (N=20) = −0.442681568nf +0.805745333n2

f −0.020918264n3
f . (14)

The results for N ≤ 8 agree with those obtained via cross sections for inclusive DIS in ref. [15].

As a further check, we have extended those DIS computations of P
(3)
ps to N = 10 and N = 12, their

results also agree with eq. (14). The large-n f parts agree with all-N results of ref. [14]. In addition,

the renormalization constants involving alien operators agree to the loop order required here with

those recently published in ref. [28].
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• And a great deal of progress recently!
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N = 20Up to                  even moments
in quark sector
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N3LO - What do we know?

★ Splitting functions: a wealth of information. Moments & various limits, 
with much recent further progress.

N3LO QCD corrections in PDF determination
Splitting Functions

Singlet (Pqq, Pgg, Pgq, Pqg)
– large-nf limit [NPB915 (2017) 335; arXiv:2308.07958]

– small-x limit [JHEP 06 (2018) 145]

– large-x limit [NPB832 (2010) 152; JHEP 04 (2020) 018; JHEP 09 (2022) 155]

– 5 (10) lowest Mellin moments [PLB 825 (2022) 136853; ibid. 842 (2023) 137944; ibid. 846 (2023) 138215]

Non-singlet (PNS,v, PNS,+, PNS,�)
– large-nf limit [NPB915 (2017) 335; arXiv:2308.07958]

– small-x limit [JHEP 08 (2022) 135]

– large-x limit [JHEP 10 (2017) 041]

– 8 lowest Mellin moments [JHEP 06 (2018) 073]

DIS structure functions (FL, F2, F3)

– DIS NC (massless) [NPB492 (1997) 338; PLB 606 (2005) 123; NPB724 (2005) 3]

– DIS CC (massless) [Nucl.Phys.B 813 (2009) 220]

– massive from parametrisation combining known limits and damping functions [NPB864 (2012) 399]

PDF matching conditions

– all known except for a3
H,g

[NPB820 (2009) 417; NPB886 (2014) 733; JHEP 12 (2022) 134]

Coe�cient functions for other processes

– DY (inclusive) [JHEP 11 (2020) 143]; DY (y di↵erential) [PRL 128 (2022) 052001]
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• Approximate      poorly known!
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2. PDFs at approximate N3LO

What do we need to know for N3LO PDFs?
Need to know:

I Splitting functions - at 4-loop to evolve PDFs in (x ,Q2):
P(x , –s) = –SP(0)(x) + –2

SP(1)(x) + –3
SP(2)(x) + –4

SP(3)(x) + ...

I Transition Matrix Elements - at 3-loop to change number of PDF
flavours at heavy quark mass (mh) thresholds.

f nf+1
– (x ,Q2) = [A–i(Q2/m2

h) ¢ f nf
i (Q2)](x)

I Coe�cient Functions for DIS - at 3-loop to determine
structure functions.

F2(x ,Q2) =
ÿ

–œH,q,g;—œq,H
(CVF,nf+1

—,– ¢ A–i(Q2/m2
h) ¢ f nf

i (Q2))

I Hadronic cross-section k-factors - at N3LO.
‡ = ‡0 + ‡1 + ‡2 + ‡3 + ... © ‡N3LO + ...

Much already known, only a few remaining missing pieces.
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★DIS: massless coefficient functions known (+ massive high       ). Massive low      approx. known.
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★Heavy Flavour: again wealth of information. Moments & various limits, with much recent progress.
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★Hadronic Cross Sections: while much progress made, thus far not useable in PDF fits.

• First three ingredients now largely known with sufficient precision to give close to a N3LO fit. 
Final ingredient clearly the bottleneck for that - approximation + uncertainty required.
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MSHTaN3LO

• First global aN3LO analysis - MSHT20aN3LO. Released ~ 2 years ago.

• Main bottleneck to ‘real’ N3LO is hadronic cross sections. Include via nuisance parameters:

• Clear improvement in fit quality, ~ driven by known N3LO.

Figure 36: (Continued) High-Q2 ratio plots showing the aN3LO 68% confidence intervals with
decorrelated (Hij+Kij) and correlated (H 0

ij
)K-factor parameters, compared to NNLO 68% confidence

intervals. Also shown are the central values at NNLO when fit to all non-HERA datasets which
show similarities with N3LO in the large-x region of selected PDF flavours. All plots are shown for
Q

2 = 104 GeV2.

as the more recent results. However, SeaQuest results suggest a preference for a higher d at

large-x, therefore including this data may in fact help constrain the high-x d behaviour seen

here.

Fig.’s 37 and 38 express the aN3LO PDFs with decorrelated (green shaded region) and

correlated (red dashed lines) aN3LO K-factors at low and high-Q2 respectively (again with the

bottom quark provided at Q2 = 25 GeV2 at low-Q2) as a ratio to the N3LO central value. For

comparison we also include the level of uncertainty predicted with all N3LO theory fixed (blue

shaded region) i.e. only considering the variation without N3LO theoretical uncertainty.

Comparing the two di↵erent aN3LO sets in Fig.’s 37 and 38, in general there is good

agreement between the total uncertainties considering the cases with correlated (red dash)

and decorrelated (green shaded) aN3LO K-factors. The di↵erences that are apparent between

100

The overall �
2 follows the general trend one may expect from

perturbation theory.

LO NLO NNLO N3LO
�
2

Npts
2.57 1.33 1.17 1.14

Evidence that including aN3LO has reduced tensions between small
and large-x.

�
2 reduction is mostly

due to new theory, not
just from K-factors included
in fit.

Average penalty for included
20 aN3LO parameters is
0.46.
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Figure 36: High-Q2 ratio plots showing the aN3LO 68% confidence intervals with decorrelated
(Hij +Kij) and correlated (H 0

ij
) K-factor parameters, compared to NNLO 68% confidence intervals.

Also shown are the central values at NNLO when fit to all non-HERA datasets which show similarities
with N3LO in the large-x region of selected PDF flavours. All plots are shown for Q2 = 104 GeV2.
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• Largest change is in 
gluon at low and 
intermediate    . Some 
change in e.g. quarks 
at high    .
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• More recent NNPDF4.0aN3LO analysis sees qualitatively similar results, some quantitative differences.
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• Change in gluon 
corresponds to 
reduction in e.g. 
ggH at N3LO - 
improves 
stability.

• Some increase in NC DY - again mild 
improvement in stability.

2. PDFs at approximate N3LO

Impact of aN3LO on ggF Higgs Production:
Consider impact of our aN3LO PDFs on known N3LO Higgs
production in gluon fusion32,33 - shift down due to change in gluon:

Increase in cross-section at N3LO compensated by reduction in PDFs
at aN3LO ∆ important to consider PDF and ‡ changes together.
aN3LO result lies within uncertainty band of full NNLO.
aN3LO PDF uncertainty bands enlarged - inclusion of MHOUs.
Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 18 / 44

Ô
s = 13 TeV

Results obtained using ggHiggs code50.

Note greater stability of full NNLO
and N3LO xsec + aN3LO PDF results

2. PDFs at approximate N3LO

Impact of aN3LO on Drell-Yan production:
Consider impact of our aN3LO PDFs on Drell-Yan production at LHC,
e.g. Neutral current at mZ at 13 TeV:

Only small change in using aN3LO PDFs relative to NNLO PDFs.
Predictions with NNLO and aN3LO PDFs are stable.
PDF uncertainties dominate at NNLO and N3LO, indeed enlarged from
MSHT20aN3LO with inclusion of MHOUs.
Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 16 / 44

Produced using the n3loxs code49.

Note greater stability of full NNLO
and N3LO xsec + aN3LO PDF results

• Have studied impact of 
newer splitting function 
information. Moderate 
impact, within uncertainties. 

4. Consequences of aN3LO for Pheno

Examination of aN3LO on gluon and ggF:
Overall consistent trends observed, but some di�erences in sizes of
e�ects, though similar to usual PDF di�erences! Can we explain them?
New moments available for some splitting functions [26-30] since
MSHT20an3lo (and further [31] since even NNPDFan3lo).
Benchmarking is just evolution, what about e�ect in PDF fit?:

Slight ≥ 1.5% increase in gluon at x ¥ 10≠2, though still consistent
with MSHT20an3lo uncertainties.
However, gg luminosity (and ‡ggæH almost unchanged at mH .
Occurs as luminosity integrates over rapidity so increase at x ¥ 10≠2

is compensated by reduction in neighbouring regions of x .
Thomas Cridge PDFs @ aN3LO in MSHT 26th June 2024 18 / 23
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New Developments : QED corrections
• QED corrections key part of PDF fit. Requires the photon be included as another parton of the 

proton: LUXqed breakthrough enables high precision. Some recent highlights:
A. Manohar et al., JHEP 1712 (2017) 046

★NNPDF4.0QED: latest 
addition to QED baseline sets

Dataset
NNPDF4.0 NLO NNPDF4.0 NNLO

QCD⇥QED QCD QCD⇥QED QCD

�2

Global

1.31 1.26 1.17 1.17

hEtrirep 2.47±0.07 2.41±0.06 2.27±0.06 2.28±0.05

hEvalirep 2.66±0.11 2.57±0.10 2.39±0.10 2.37±0.11
⌦
�2

↵
rep

1.337±0.016 1.286±0.017 1.192±0.014 1.195±0.015

�2

DIS neutral-current 1.38 1.31 1.22 1.23

DIS charged-current 0.94 0.92 0.90 0.90

Drell–Yan (inclusive and with one jet) 1.56 1.56 1.30 1.31

Top-quark pair production 2.31 1.98 1.31 1.24

Single-top production 0.38 0.36 0.39 0.36

Inclusive jet production 0.83 0.85 0.93 0.96

Dijet production 1.56 1.55 1.94 2.03

Direct photon production 0.64 0.58 0.74 0.75

Table 3.1. Statistical estimators for NNPDF4.0QED NLO and NNLO, compared to NNPDF4.0 pure QCD. From
top to bottom: total �2 per number of data points, average over replicas of the training and validation figures of merit
hEtrirep and hEvalirep, average �2 over replicas

⌦
�2

↵
rep

, �2 for datasets grouped by process. The total number of data

points is 4424 (4616) at NLO (NNLO).

Figure 3.1. Top left: the photon PDF at Q = 100 GeV in NNPDF4.0QED NNLO compared to its NNPDF3.1QED
counterpart as a ratio to the central value of the former. Top right: the relative PDF uncertainties on the photon PDF
in these two determinations. Bottom: same as top panels now comparing NNPDF4.0QED with MSHT20QED [21]
and CT18QED [22] (all NNLO). Bands correspond to 1� uncertainties.

9

★Not just the proton! Recent CT study 
on photon content of the neutron.
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FIG. 17. The comparison between the first (CT14qed, MRST2004qed, and NNPDF2.3qed) and
second (CT18qed and MSHT20qed) generations of neutron’s QED PDFs.

the 0-th and 11-th sets, which correspond to the initial proton’s photon momentum fraction
hx�pi(µ2

0
) = 0% and 0.11%, respectively, in the 68% confidence level [7]. We see that at

low x, all these three first-generation sets give softer photon, while the MRST2004qed and
NNPDF2.3qed give larger photon at large x, di↵erent from CT14qed. The NNPDF2.3qed
gives a significantly larger error band than other PDF sets, due to its di↵erent methodology,
which fits the available deep inelastic scattering and Drell-Yan data [13]. In Fig. 17, we also
include the MSHT20qed in this comparison, which shows a significantly smaller error band
and even unnaturally decreases in the large x region. It suggests that some of the photon
PDF variations explored in this work were not included in the MSHT20qed PDF error sets.
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FIG. 18. The neutron-proton ratios for photon and charge-weighted singlet PDFs at µ = 100 GeV.

Finally, we compare neutron’s and proton’s photon and charge-weighted singlet PDFs
in both CT18qed and MSHT20qed in Fig. 18. We see that the neutron’s photon is signif-
icantly smaller than the proton’s, resulting from its smaller elastic component as well as
the suppression of charge-weighted singlet PDFs. In the small-x limit, the neutron’s photon
approaches the proton’s, driven by the unity sea-quark ratio, which is shown explicitly in
both the CT18qed and MSHT20qed scenarios.

NNPDF, arXiv:2401.08749

K. Xie, B. Zhou and T. Hobbs, arXiv:2305.10497

★First combined QED + 
aN3LO set - MSHT. In future 
should/will be the standard.

T. Cridge, LHL, R. S. 
Thorne, arXiv:2312.07665

★ QED on PDFs effects smaller 
then or ~ aN3LO. Need both!

Figure 5: Higgs (top left), ZH (top right), W
+
H (bottom left) and W

�
H (bottom right) cross sections at thep

s = 14 TeV LHC, calculated with n3loxs [94]. The numerical values are given in Tables 3, 4, 5 and 6, respectively
(given in Appendix A). The PDF errors are shown by the lower (solid) error bands and the 7–point scale uncertainties
by the upper (dashed where large enough to be visible) error bands.

17.5 20 22.5 25

Q2 = M2
Z

d�Z/�⇤/d lnQ2 [nb]

NNLO (QCD)

NNLO (QED)

N
3
LO (QCD, NNLO PDF)

N
3
LO (QCD)

N
3
LO (QED)

Figure 6: The Z (top left), W+ (top right) and W
� (bottom) cross sections at the

p
s = 14 TeV LHC, calculated

with n3loxs [94]. The numerical values are given in Tables 7, 8 and 9, respectively (given in Appendix A). The PDF
errors are shown by the lower (solid) error bands and the 7–point scale uncertainties by the upper (dashed where
large enough to be visible) error bands.
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New Developments : New Physics + PDFs

of the top-quark, the strong coupling constant, and, importantly, the Wilson coe�cients in a

specific realization of the SMEFT expansion, up to dimension-6, in addition to the usual PDF

parameters. We derive constraints on coe�cients of a series of dimension-6 operators related

to top-quark pair and jets production with a similar setup to the CT18 global analysis [16]

of SM QCD but with extended data sets and theory predictions.

The paper is organized as follows. Given its central place to this analysis, we first

present the essential theoretical details and methodology of the simultaneous SMEFT-PDF

calculation in Section 2. In Section 3, we describe the architectures of the NNs used in this

work, followed by its validation. In Section 4, we list the experimental data of top-quark pair

production and jet production that are used in this work. Results of Lagrange multiplier scans

for Wilson coe�cients associated with the top-quark pair production and the jet production

are shown in Section 5 and Section 6 respectively. We include discussions on the tolerance

criteria and correlations of parameters in Section 7. Finally, we conclude in Section 8.

2 Theoretical calculations

The e↵ects of new physics can be described as e↵ective interactions in the framework of

standard model e↵ective field theory. This section will firstly describe the SMEFT operators

used in our work. Then we state the theoretical calculations of the modified top-quark pair

and jet production. Theoretical calculations on the other DIS and Drell-Yan (DY) processes

are not a↵ected by the e↵ective interactions considered in this work and are the same as in

the CT18 global analyses of SM QCD.

2.1 Top-quark pair and jet production within SMEFT

In SMEFT the deviations with respect to the SM can be parametrized using a basis of higher-

dimensional operators constructed from the SM fields and gauge symmetries [1, 2]. The full

Lagrangian thus consists of the SM Lagrangian and additional terms expanded in ⇤,

LSMEFT = LSM +
X

i

CiO
(6)
i

⇤2
+ . . . , (2.1)

where ⇤ is the matching scale usually chosen as the energy scale of new physics, and is well

above the electroweak scale. O(6)
i are the dimension-6 operators, and Ci are the respective

Wilson coe�cients which contain information about the ultraviolet (UV) theory. We do not

consider operators of dimension-7 and higher of which contributions are suppressed for the

processes of interests.

Due to the large number of potential operators of higher dimension relative to the

available data, it is typically necessary to impose a number of symmetries and other con-

straints to simplify the full SMEFT parameter space. Following Refs. [17–22], we impose a

U(2)Q⇥U(2)u⇥U(2)d flavor symmetry among the left-handed quark doublets, right-handed

up-type quarks singlets and right-handed down-type quarks singlets of the first and second

generation. For top-quark pair production, this flavor symmetry leads to 14 independent

– 3 –

• Key element of LHC precision physics: looking for indirect signs of 
new physics in high energy data. Parameterise in SMEFT:

★CT study - joint fit to SMEFT + PDF parameters. 

results with the nominal setup, indicating that correlations between the PDFs and C1
tu are

indeed weak when fitted to present data.

(a) (b)

Figure 6: LM scans on C1
tu/⇤

2 (= C1
td/⇤

2) under the nominal fit (left panel) as well as

excluding theoretical scale-choice uncertainties (right panel). The solid black and red lines

represent ��2 and ��2+P , respectively. The dot-dashed curves represent the contributions

to ��2 from individual experimental data sets. The blue vertical dot-dashed lines indicate

the 90% CL uncertainties as determined by requiring ��2 + P = 100.

In Fig. 7, we compare the gluon PDF, g(x,Q0), at Q0 = 1.295 GeV determined by fitting

with and without BSM SMEFT contributions from the inclusion of O1
tu=O1

td. We also show

the g-PDF determined without theoretical uncertainties as also explored in Fig. 6. In the left

panel, the blue and red solid lines represent the central values of the gluon PDF determined

with [SM+C1
tu] and without [SM] nonzero SMEFT contributions, respectively. The green-solid

line represents the central value of the g-PDF when determined in the presence of nonzero

SMEFT but without theoretical uncertainties. The PDF uncertainties at 68% CL are shown

as hatched areas in the various relevant colors. We find that the fitted gluon PDFs obtained

with and without BSM as parametrized by SMEFT are almost indistinguishable in terms of

both the central value and uncertainty. We note a very slight upward shift in the central value

of the PDF, and corresponding ⇠7% reduction in the uncertainty, for x⇠0.02 once theoretical

uncertainties are removed. In addition, a slight downward shift in the central gluon PDF, of

relative magnitude .5% and with a ⇠10% narrowing of the uncertainty, occurs near x⇠0.5.

As a companion plot, in the right panel of Fig. 7 we show the relative PDF uncertainties at

68% CL for each of the curves discussed above, now normalized to the nominal SM fit so as

to more clearly illustrate the e↵ect on the size of the PDF errors of incorporating SMEFT

coe�cients and (not) including theoretical uncertainties.

We next turn our focus to another of the four-quark operators of Eq. 2.2, O8
tq. In Fig. 8

we show the results of LM scans on C8
tq. As before, in the left panel we show the result of

– 19 –

✦ NNPDF (PBSP) study: similar conclusion for current data, but what about the HL-LHC?
✦ HL-LHC pseudodata study: could new physics be absorbed in PDF fit, and if so what to do?

`Physics Beyond the Standard Proton’

★For current LHC data PDF - SMEFT 
correlation small (safely fit SMEFT with 
fixed PDFs).

James Moore, PDF4LHC23

J. Gao et al., arXiv:2211.020194

E. Hammou et al., arXiv:2307.10370

Aside: both of these studies rely on 
use of Neural Networks!

26

• When constraining BSM with SMEFT fits, in principle need to account for interplay with PDF fit.

The talk in a nutshell…
Imagine Nature is described 
by SM + some New Physics

…but imagine a PDF fitting 
collaboration assumes the 
SM during a PDF fit to the 

collider data

‘Reality’ Result of fit
• Predictions are formed from CONTAMINATED 

PDFs, and NO New Physics parameters:
• Predictions are formed from TRUE PDFs, and 

TRUE New Physics parameters:

σ = ̂σSM+NP ⊗ ftrue σ = ̂σSM ⊗ fcont

Collider data is then drawn 
from a distribution centred on 

the SM + New Physics

8
See also A. Anataichuk et al., arXiv:2310.19638



New Developments : New Physics + PDFs

of the top-quark, the strong coupling constant, and, importantly, the Wilson coe�cients in a

specific realization of the SMEFT expansion, up to dimension-6, in addition to the usual PDF

parameters. We derive constraints on coe�cients of a series of dimension-6 operators related

to top-quark pair and jets production with a similar setup to the CT18 global analysis [16]

of SM QCD but with extended data sets and theory predictions.

The paper is organized as follows. Given its central place to this analysis, we first

present the essential theoretical details and methodology of the simultaneous SMEFT-PDF

calculation in Section 2. In Section 3, we describe the architectures of the NNs used in this

work, followed by its validation. In Section 4, we list the experimental data of top-quark pair

production and jet production that are used in this work. Results of Lagrange multiplier scans

for Wilson coe�cients associated with the top-quark pair production and the jet production

are shown in Section 5 and Section 6 respectively. We include discussions on the tolerance

criteria and correlations of parameters in Section 7. Finally, we conclude in Section 8.

2 Theoretical calculations

The e↵ects of new physics can be described as e↵ective interactions in the framework of

standard model e↵ective field theory. This section will firstly describe the SMEFT operators

used in our work. Then we state the theoretical calculations of the modified top-quark pair

and jet production. Theoretical calculations on the other DIS and Drell-Yan (DY) processes

are not a↵ected by the e↵ective interactions considered in this work and are the same as in

the CT18 global analyses of SM QCD.

2.1 Top-quark pair and jet production within SMEFT

In SMEFT the deviations with respect to the SM can be parametrized using a basis of higher-

dimensional operators constructed from the SM fields and gauge symmetries [1, 2]. The full

Lagrangian thus consists of the SM Lagrangian and additional terms expanded in ⇤,

LSMEFT = LSM +
X

i

CiO
(6)
i

⇤2
+ . . . , (2.1)

where ⇤ is the matching scale usually chosen as the energy scale of new physics, and is well

above the electroweak scale. O(6)
i are the dimension-6 operators, and Ci are the respective

Wilson coe�cients which contain information about the ultraviolet (UV) theory. We do not

consider operators of dimension-7 and higher of which contributions are suppressed for the

processes of interests.

Due to the large number of potential operators of higher dimension relative to the

available data, it is typically necessary to impose a number of symmetries and other con-

straints to simplify the full SMEFT parameter space. Following Refs. [17–22], we impose a

U(2)Q⇥U(2)u⇥U(2)d flavor symmetry among the left-handed quark doublets, right-handed

up-type quarks singlets and right-handed down-type quarks singlets of the first and second

generation. For top-quark pair production, this flavor symmetry leads to 14 independent

– 3 –

Why the tension? - Look at the PDFs!
• The predictions for the high mass DY datasets that are ‘contaminated’ by New Physics 

come from the  PDF luminosity in the case of neutral current DY and from the  PDF 
luminosity in the case of charged current DY. 

• As the interaction strength of the New Physics increases, a larger shift is required in 
both luminosities at smaller invariant masses:

qq̄ qq

36

★HL-LHC pseudodata study: could new physics might be absorbed 
in PDF fit?

• For certain models it can. New physics 
in high mass DY absorbed into PDFs, 
with still reasonable fit quality.

Figure 7: Distribution of �2 and n� for selected datasets in the Ŵ contamination scenarios.

longer compatible with the bulk of the data included in a PDF analysis. On the other

hand, in Scenario II, a model of new physics involving a W 0 of about 14 TeV would a↵ect

the high-energy tails of the Drell-Yan distributions in a way that can be compensated by

the PDFs. As a result, if there is such a W 0 in Nature, then this would yield a good �2

for the high-mass Drell-Yan tails that one includes in a PDF fit as well as for the bulk of

the data included in a PDF fit, but it would significantly modify PDFs. Thus, in this case

new physics contamination does occur.

These results are in agreement with the results of Ref. [23], which generalises the

analysis of Ref. [49] by allowing the PDFs to vary along with the Ŷ and Ŵ coe�cients,

finding less stringent constraints from the same HL-LHC projections. In particular, it was

found that Ŵ = 8 · 10�5 would have been excluded by the HL-LHC under the assumption

– 21 –

New Physics

Reasonable     
<latexit sha1_base64="ItE9GGFNSzRJogOyfMnFvfZujIk=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4KplBxnZX6MZlBfuAdiyZNNPGZpIhyQhl6D+4caGIW//HnX9jpq2gogcuHM65l3vvCRPOtEHowymsrW9sbhW3Szu7e/sH5cOjjpapIrRNJJeqF2JNORO0bZjhtJcoiuOQ0244beZ+954qzaS4MbOEBjEeCxYxgo2VOgMyYbfesFxBVWTh+zAnbg25ltTrNc+rQ3dhIVQBK7SG5ffBSJI0psIQjrXuuygxQYaVYYTTeWmQappgMsVj2rdU4JjqIFtcO4dnVhnBSCpbwsCF+n0iw7HWszi0nTE2E/3by8W/vH5qolqQMZGkhgqyXBSlHBoJ89fhiClKDJ9Zgoli9lZIJlhhYmxAJRvC16fwf9Lxqq5f9a8vKo3mKo4iOAGn4By44BI0wBVogTYg4A48gCfw7Ejn0XlxXpetBWc1cwx+wHn7BIKBjx8=</latexit>

�2• Solutions?

✦ Limit PDF fits to lower mass? Too Naive: if high mass deviation seen, first place would look is PDFs. Suitable 
choice of observables, e.g. cross section ratios better.

✦ LHC(b) forward data: yes, unclear for high    antiquarks       Low energy future data (EIC), lattice?

✦ More broadly highlights benefit of global fit: different data constraints can limit above effect. Of course relies on 
a good understanding of PDF absent BSM…

<latexit sha1_base64="bD12Cp8HdY6HQYD9IXMGGWb4130=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY8kXDxCIo8ENmR2aGBkdnYzM2skG77AiweN8eonefNvHGAPClbSSaWqO91dQSy4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS0eJYthkkYhUJ6AaBZfYNNwI7MQKaRgIbAeT2txvP6LSPJL3ZhqjH9KR5EPOqLFS46lfLLlldwGyTryMlCBDvV/86g0iloQoDRNU667nxsZPqTKcCZwVeonGmLIJHWHXUklD1H66OHRGLqwyIMNI2ZKGLNTfEykNtZ6Gge0MqRnrVW8u/ud1EzO89VMu48SgZMtFw0QQE5H512TAFTIjppZQpri9lbAxVZQZm03BhuCtvrxOWldlr1KuNK5L1VoWRx7O4BwuwYMbqMId1KEJDBCe4RXenAfnxXl3PpatOSebOYU/cD5/AOoYjQg=</latexit>x
<latexit sha1_base64="1AUe16lqbJ8aiRXD9YeCfOF2h2I=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1WOhF49VbC20oWy2m3bpZjfsTpQS+jO8eFDEq7/Gm//GbZuDtj4YeLw3w8y8MBHcoOd9O4W19Y3NreJ2aWd3b/+gfHjUNirVlLWoEkp3QmKY4JK1kKNgnUQzEoeCPYTjxsx/eGTacCXvcZKwICZDySNOCVqp27vjwxESrdVTv1zxqt4c7irxc1KBHM1++as3UDSNmUQqiDFd30swyIhGTgWblnqpYQmhYzJkXUsliZkJsvnJU/fMKgM3UtqWRHeu/p7ISGzMJA5tZ0xwZJa9mfif100xug4yLpMUmaSLRVEqXFTu7H93wDWjKCaWEKq5vdWlI6IJRZtSyYbgL7+8StoXVb9Wrd1eVuqNPI4inMApnIMPV1CHG2hCCygoeIZXeHPQeXHenY9Fa8HJZ47hD5zPH5T6kXk=</latexit>)

E. Hammou et al., arXiv:2307.10370

• SimuNET recently release public tool can yield simultaneous fit of PDFs and SMEFT coefficients, it does not have 
limit in number of parameters that can be fitted alongside PDFs at the initial scale. Can include also PDF 
independent observables and is extendable to SM parameters! 

• Can also be used to inject NP in the data and test for BSM contamination 

SIMUNET: A PUBLIC TOOL FOR SIMULTANEOUS SMEFT/PDF FITS 25/25

M. Costantini et al, arXiv: 2402.03308   

https://hep-pbsp.github.io/SIMUnet

Applied to top sector: Kassabov et al., arXiv: 2303.06159   

 
Applied to DY sector: Iranipour, MU., arXiv: 2201.07240   

 

Public `SIMUnet’ tool for this:

PBSB collab., arXiv:2402.03308

27



Challenges and Methodology
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New Challenges
• PDF fitting is a challenging environment.

★Global fits adversarial - different datasets pull in different 
directions and tensions exist. See recent study on `L2’ sensitivity

The overall �
2 follows the general trend one may expect from

perturbation theory.

LO NLO NNLO N3LO
�
2

Npts
2.57 1.33 1.17 1.14

Evidence that including aN3LO has reduced tensions between small
and large-x.

�
2 reduction is mostly

due to new theory, not
just from K-factors included
in fit.

Average penalty for included
20 aN3LO parameters is
0.46.

LHC EW 2022 – Oct. 2022 17

MSHTaN3LO

• Global PDF fit qualities not good by textbook definition. 
Many reasons for this:

<latexit sha1_base64="WFjiV5j7u5ZlusaGfksA/DOMSvI=">AAACKnicdVDLSsNAFJ34rPVVdelmsAgVoSRBarurdONKKtgHNLVMppN06EwSZiZCCfkeN/6Kmy6U4tYPcdJWqKIHBg7nnMude9yIUalMc2asrW9sbm3ndvK7e/sHh4Wj47YMY4FJC4csFF0XScJoQFqKKka6kSCIu4x03HEj8ztPREgaBg9qEpE+R35APYqR0tKgcON4AuHEwSP6aKfJ3SBxBIeRkmkKHd+HFryEjqQ+R6UV7yLTOLTKpg0HhaJZNjUqFZgRq2pamtRqVduuZZE5imCJ5qAwdYYhjjkJFGZIyp5lRqqfIKEoZiTNO7EkEcJj5JOepgHiRPaT+akpPNfKEHqh0C9QcK6uTiSISznhrk5ypEbyt5eJf3m9WHnVfkKDKFYkwItFXsygCmHWGxxSQbBiE00QFlT/FeIR0t0p3W5el/B9KfyftO2yVSlX7q+K9cayjhw4BWegBCxwDergFjRBC2DwDF7BG3g3XoypMTM+FtE1YzlzAn7A+PwCBlClvg==</latexit>

�2

Npts
� 1 + �(Npts) ⇠ 1.02

X. Jing et al., arXiv:2306.03918

and including a lattice constraint on the magnitude of s� s̄ (which partly o↵sets the previous
e↵ect). The lower two figures in Fig. 14 compare Sf,L2 for the (s� s̄)/(s+ s̄) asymmetry of
CT18As and CT18As Lat sets. In the CT18As case, without the lattice constraints on s�,
the pulls on the strangeness asymmetry by CCFR inclusive (110) and ⌫̄ dimuon (127) data
sets, together with the same-sign pulls of E866 pp (204) and LHCb 7 and 8 TeV W,Z (258),
are counteracted by the strong pull by the NuTeV ⌫̄ dimuon data (125). For CT18As Lat,
these sensitivities are substantially rebalanced by the lattice constraints on s � s̄, which
is included in the figures together with the contributions of normalizations for fixed-target
experiments (ID=701). While the lattice+normalizations prefer a smaller asymmetry at
x > 0.1, they have to compensate by preferring a larger asymmetry at x < 0.1 to satisfy
the net absence of strangeness in the proton,

R
1

0
s�(x,Q) dx = 0. The pull of the lattice s�

data is o↵set by the ATLAS W,Z, NuTeV, and BCDMS F p

2
curves over a large span of x.

[The sensitivity of the ATLAS 7 TeV W,Z data to s� is small in the CT18As case without
the lattice data.]

10-4 10-3 0.01 0.02 0.05 0.1 0.2 0.5 0.7

-10

-5

0

5

10

15

x

Δχ
2 (
L 2
se
ns
iti
vi
ty
)

CT18 NNLO
uV(x,Q)(x, 2 GeV)

258

258

258

258

258

258

258
204

204

204

204

204

204

204

101

101

101

101

101

101

101104
104

104

104 104

104

104

111 111

111

111

111

111

111

245
245

245

245

245

245

245

T2=10

258: LHCb W/Z 7 and 8 TeV
204: E866 pp

101: BCDMS F2p

104: NMC d/p ratio
111: CCFR F3
245: LHCb 7 TeVW /Z

FIG. 15. Sensitivities to the valence PDF uV = u � ū for CT18 NNLO (left) and CT18As Lat
NNLO (right) at Q = 2 GeV.

Figure 15 illustrates the six strongest L2 pulls on the up-valence PDF at Q = 2 GeV. In
the CT18 NNLO fit (left panel), over most of the x range we see the interplay of opposing
pulls from the BCDMS F p

2
(101) and E866 Drell-Yan pp cross section (204), joined by a

tug-of-war between CCFR xF3 (111) and the LHCb W,Z production (245 or 258) data sets
over a wide x range. When ATLAS 7 TeV W,Z data are added in the CT18As Lat in the
right panel, it partly o↵sets the pulls of LHCb (258) at x < 0.2, with HERA DIS (160)
and NMC d/p ratio (104) o↵ering additional opposing pulls. These figures can be compared
with the L2 sensitivities for MSHT20 uV PDFs in Fig. 19, showing a similar behavior of the
L2 sensitivity for HERA DIS as in CT18As Lat, as well as more prominent roles of BCDMS
F p

2
and F d

2
data sets (101 and 102), and of the DØ Run-2 W boson-level asymmetry that is

not included in CT18 fits.
In the same vein, the d̄/ū sensitivities for the CT18 and CT18As Lat fits shown in Fig. 16

can be compared against the MSHT20 ones in Fig. 20. Overall, the ratio of pd and pp
Drell-Yan cross sections in the E866/NuSea experiment (ID=203 for CT and 13 for MSHT)
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Figure 9: ATLASpdf21 PDFs compared with those from a fit not including ++ jets data. Only experimental
uncertainties are shown, evaluated with tolerance ) = 1. Left: G3E . Right: the ratio of G6 for the two fits.

29

Figure 7.6. The d/u (left) and d̄/ū (right) ratios, at Q = 10 GeV, computed, respectively, from a NNPDF4.0 fit
without single top-quark data or without SeaQuest data. In both cases we show results obtained with the NNPDF3.1
and NNPDF4.0 baseline fits.

Figure 7.7. The gluon PDF obtained removing single-inclusive jet and dijet data or top pair data (left), or Z pT

data or direct photon data (right).

in NNPDF4.0 thanks to LHC data.

7.2.3 The impact of LHC jet, top-quark pair, Z pT and direct photon data

Various LHC processes in the NNPDF4.0 dataset constrain the gluon PDF: top pair and single-inclusive jet
or dijet production, at large values of x; and Z pT and direct photon production at intermediate values of x.
In order to assess the impact of these measurements, we have produced four fits by removing each of them
in turn from the baseline.

In Fig. 7.7 we compare to the baseline the gluon from each of these determinations. All other PDFs
are essentially una↵ected by these changes in dataset, with only small changes in the quark PDFs when
removing the jet observables. For clarity, we display separately PDFs without top pair production and jet
data, and PDFs without Z pT and direct photon data. Only the gluon PDF is shown, normalized to the
central value of the NNPDF4.0 baseline.

The e↵ect of the data is hierarchical. Single-inclusive jet and dijet data have the largest impact: if
they are removed, the gluon is slightly enhanced (by 2-3%) around 0.01 . x . 0.1 and then more strongly
suppressed (by up to 15%) for x & 0.1. This suggests that the other datasets, specifically top pair data,
tend to pull in the opposite direction, suppressing somewhat the gluon at large x. Top pair data have a
moderate impact: if they are removed, the gluon is slightly enhanced for x & 0.1, but within the baseline
uncertainty. Z pT data have a yet smaller impact: if they are removed, the gluon is again little enhanced
for x & 0.1. The size of this shift is smaller than that observed in the case of the fit without top-quark pair
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Fig. 18 The effects of removing the LHC jet, Z pT and top data sets
on the high x gluon, shown in ratios to the default MSHT20 PDFs

a reduced high-x gluon (though different jet data sets have
some difference in pull). It can be seen in Fig. 17 (right) that
the uncertainties are slightly reduced in MSHT20 relative to
MMHT14 across the vast majority of the x range, due to
the impact of new data. The final HERA data, for example,
reduce the uncertainty at very small x . The changes are not
substantial at intermediate x , where the gluon is already very
well constrained. The uncertainty at higher x values is sys-
tematically reduced by up to 20%, reflecting the impact of
additional LHC data sets in this region.

For the light quark sea S(x), Fig. 19 provides both the
ratios to MMHT14 and the percentage uncertainties. The
shape change in the light sea is evident in the ratio in Fig. 19
(left), with the enhancement at x ∼ 10−2 largely due to an
increase in the strangeness in this region resulting from the
ATLAS W , Z data. There is also a decrease in the valence
quarks in this region, due both to the improved flexibility in
the parameterisations and to the LHC precision data, which
prefer a smaller dV distribution. Similarly there is a reduc-
tion in all of the ū, d̄ and s+ s̄ at very low x which is visible
consequently in the light sea (all of these individual changes
are discussed in subsequent sections). This is a reflection
of the reduced gluon and the evolution, the light sea being
driven almost entirely by gluon splitting in this region. The
light sea itself shows lower uncertainties than the individual
antiquarks, as it is the combinations of the antiquarks (albeit
with process-dependent charge weightings) which are often
constrained directly via data. As a result, in the light sea
the enhancement around x ∼ 0.02 is not consistent with
MMHT14 within its error bands whilst the s + s̄ and Rs dis-
tributions, discussed later in Sect. 6.5 (and defined in equa-
tion (32)) and shown in Figs. 27 and 29, are actually consis-
tent with MMHT14. As noted earlier though, the light sea
enhancement is also related to the valence quark suppres-
sion in the same region, and there is no consistency between
MSHT20 and MMHT14 for dV .

6.2 Up and down quark and antiquarks distributions

First we focus on the antiquarks. The ratios to MMHT14 and
the percentage uncertainties of the up and down antiquarks
are given in Figs. 20 and 21 respectively. The up and down
antiquark PDFs are lowered over the majority of the x range
relative to MMHT14. This occurs very largely to compensate
for the increase in the strangeness due to the ATLAS 7 TeV
W , Z data whilst keeping the combinations of antiquarks
needed in structure function and other data unchanged. In
particular this explains the larger reduction in the down as the
charge weighted combinations of up, down and strange must
remain the same for the HERA data. The down antiquark
shows a small bump at x ∼ 0.02 which is likely related
to the ATLAS 7 TeV W , Z data set, which enhances s̄ in
this region, since it can also enhance the d̄ through Cabbibo
mixing. The enhancement in d̄ here is also likely related to
the decrease indV , leaving the total d distribution less altered.
The percentage uncertainties for the up and down antiquarks
are reduced relative to MMHT14, particularly at low and
high x . At very small x this is related to the corresponding
decrease in the gluon uncertainty, but at higher x , particularly
very high x , it is clearly due to improved data constraints, as
the parameterisation is now more flexible.

However, whilst the up and down antiquarks show lit-
tle change at high Q2, the valence quarks show significant
changes in shape, as evidenced in Fig. 22 (left) and (right).
This results from the wide variety of precise new LHC elec-
troweak data added, and also the improved parameterisa-
tion flexibility alleviating tensions between LHC and pre-
vious data, with this being particularly the case for the down
valence PDF. More details on the parameterisation effects are
given in Sect. 8.1. The DØ W asymmetry data has an effect
on both the central values and uncertainties of the valence
quark PDFs at high x , bringing the dV down in this region
and reducing the uncertainties of both the uV and dV . The
effects of all of these changes are also evident in the percent-
age uncertainties in Fig. 23. Whilst the error bands are mildly
reduced for uV at intermediate to high x , there are significant
differences at low x , with the error bands nonetheless being
of similar magnitude here to MMHT14. The dV on the other
hand has enlarged error bands relative to MMHT14 over most
of the x range, with the exception of high x . This is a result
of the extended parameterisation for dV itself, but also of the
very much improved flexibility in the parameterisation for
the difference between ū and d̄.

6.3 uV − dV distribution

The changes in the individual uV and dV PDFs are also
reflected in their difference uV − dV in Fig. 24. The sub-
stantial shape change is evident and driven by precise LHC
W+,W− data, including the asymmetry. This asymmetry at
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FIG. 21: LM scans for the gluon PDF at Q = 125 GeV and x = 0.01 and 0.3, based upon the CT18 NNLO fits.
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FIG. 22: LM scans for the up- and down-quark PDF at Q = 100 GeV and x = 0.002 and 0.3, based upon the CT18
fits.

Gluon at large-x

22

✦ Gluon PDFs at large-x (>0.1) receive constraints from DIS, Tevatron jet and various LHC data, including 
inclusive jets, top-quark pair, and Z pT or W/Z+jets productions

❖ different LHC data can have very 
different pulls, and are not 
necessarily consistent in different 
groups or even between sub-sets 
of the data  

❖ top-pair data generally pull the 
gluon down while for inclusive 
jets or Z pT it can go either ways 

❖ large spread of LHC data pulls 
indicate the necessary of a “global 
data sets” and methodologies with 
“tolerance” criterion

[MSHT]

[NNPDF]

[ATLAS]

[CT]

9. Backup Slides

New data - Seaquest (NNLO)
Seaquest (E906) fixed target DY data - sensitivity to high x q, q̄:
∆ ‡D/‡H ≥ 1 + d̄/ū. Direct measurement of d̄/ū at high x .
Various models for d̄/ū at high x : Pauli blocking, pion cloud, etc.
Previous questions of NuSea (E866) data preferring d̄ < ū at x ¥ 0.4.
Clearly raises high x d̄/ū. Tension with NuSea which pulls it down.

Dataset Npts MSHT20 New
Seaquest 6 - 8.2
NuSea 15 9.8 19.0

Total (without
Seaquest or NuSea) 4348 5102.3 5112.1

NuSea ‰2/Npts: 0.65 æ 1.27,
when Seaquest added.

Rest of data also worsens in ‰2 by 9 points, with 4.5 in E866 absolute
DY (rather than ratio), 4.4 in NMC n/p, 4.3 in DØ W asymmetry.

Thomas Cridge MSHT20aN3LO Review 12th May 2023 26 / 30

Preliminary!
And similar for 
other fits!

 
Preliminary



★As LHC datasets become increasingly 
systematics dominated, sensitive to precise 
treatment of these, and their correlations…

★…as well as correlations between datasets!

Data inconsistency: experimental correlations
Single inclusive jet data from ATLAS 7 TeV

default correlations: terrible �2

(correlations across rapidity bins)

decorrelation models: improve the fit a lot

ndat default part. decorr. full decorr.

140 1.89 1.28 0.83

no significant e↵ect on the extracted gluon
similar gluon irrespective of the rapidity bin

[EPJC78 (2018) 248; EPJC80 (2020) 797]

Top pair production from ATLAS 8 TeV

default correlations: terrible �2

(correlations across di↵erent spectra)

decorrelation models: improve the fit a lot

ndat default stat. uncorr. p.s. uncorr

25 7.00 3.28 1.80

appreciable e↵ect on the extracted gluon
di↵erent gluon depending on the top spectrum

[EPJC80 (2020) 1; Les Houches proceedings, 2019]
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Inclusive jets
Data inconsistency: experimental correlations

Single inclusive jet data from ATLAS 7 TeV

default correlations: terrible �2

(correlations across rapidity bins)

decorrelation models: improve the fit a lot

ndat default part. decorr. full decorr.

140 1.89 1.28 0.83

no significant e↵ect on the extracted gluon
similar gluon irrespective of the rapidity bin

[EPJC78 (2018) 248; EPJC80 (2020) 797]

Top pair production from ATLAS 8 TeV

default correlations: terrible �2

(correlations across di↵erent spectra)

decorrelation models: improve the fit a lot

ndat default stat. uncorr. p.s. uncorr

25 7.00 3.28 1.80

appreciable e↵ect on the extracted gluon
di↵erent gluon depending on the top spectrum

[EPJC80 (2020) 1; Les Houches proceedings, 2019]
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Figure 4: Ratios of ATLASpdf21 PDFs extracted from a fit including correlations of systematic uncertainties between
data sets to those extracted from a fit in which only the luminosity uncertainties for each centre-of-mass energy are
correlated between data sets, at scale &2 = 10 000 GeV2. Only experimental uncertainties are shown, evaluated with
tolerance ) = 1. Left: GB. Right: G6.
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Figure 4: Ratios of ATLASpdf21 PDFs extracted from a fit including correlations of systematic uncertainties between
data sets to those extracted from a fit in which only the luminosity uncertainties for each centre-of-mass energy are
correlated between data sets, at scale &2 = 10 000 GeV2. Only experimental uncertainties are shown, evaluated with
tolerance ) = 1. Left: GB. Right: G6.
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Correlations

No correlations

ATLAS, arXiv:2112.11266
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tt

★Could be that a more systematic approach is needed here: 
include  errors on the errors fit quality.

★Monitor what size of error is needed to match observed       for 
high precision datasets.
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Figure 3.4. Comparison between the reduced PDF fits from the three groups, in the same format as in Fig. 3.1.
For the three groups, PDF errors correspond to 1� intervals. In the left panels, PDFs are displayed normalised to the
central value of the MSHT20 reduced PDF set.

to identify specific datasets causing observed differences by comparing the reduced fits at the level of the
dataset-by-dataset individual �

2. To separate the effects of differences in theory predictions from other
sources, the �

2 values for each common experiment of the three fits can be compared using a fixed PDF
parametrisation, specifically by adopting the PDF4LHC15 NNLO set as the common input PDF set. Where
such differences were seen, data and theory predictions themselves were directly compared to identify the
origin of the differences.

We therefore begin by comparing the PDFs and uncertainties from three reduced fits in Fig. 3.4 using
the same format as in Fig. 3.1. In the left panels, PDFs are displayed normalised to the central value of the
MSHT20 reduced PDF set. The main message from this comparison is that there is good general agreement
between the three reduced fits, with the error bands of most flavours overlapping over the wide x range.
Starting with the gluon, we note that all three groups agree within uncertainties over the entirety of the
x range. This finding strongly suggests that differences in the high-x gluon shape between the global fits
and relative to the reduced fits are driven by the datasets included. This region is investigated further in
App. C.2, and a further independent analysis is performed in App. D by examining the �

2 pulls of individual
experiments using the L2 sensitivity. The three singlet PDFs are also in very good agreement for all x.
The strangeness is also largely consistent, albeit the NNPDF3.1 central reduced fit is notably high around
10�2 . x . 10�1, though this difference is within the overlap of the respective PDF uncertainties. The
origin of the different trends in the strangeness PDF is further scrutinised in App. C.1 and App. D. The up
antiquark PDF is in good agreement between the MSHT and CT reduced fits over all x, the NNPDF reduced
fit ū, however, is lower than both MSHT and CT in the 10�2 . x . 10�1 region, signalling a difference in
the high-x flavour decomposition.

The relative 1� PDF uncertainties of the three reduced fits, displayed in the rightmost panels of Fig. 3.4,
turn out to be similar in size in regions with good data constraints. The agreement between the PDF
uncertainties for the gluon in x

⇠
> 10�2 among the three groups is particularly remarkable. For lower x

values, the NNPDF3.1 gluon uncertainty is smaller. This has an impact on the gg PDF luminosity, as will
be discussed later. The MSHT20 reduced fit displays larger uncertainties outside of these regions, i.e. where
constraints are lacking in the reduced fit — particularly at low x. A further examination of the uncertainties
of the reduced and global fits is ongoing and will be reported in the future.

In order to further identify any differences in the reduced fits, we examine their goodness-of-fit values
for each individual dataset, as given by �

2
/Npt. Before calculating these for the PDFs from the reduced fits

themselves, it is useful to compare the agreement between theory and data with a fixed PDF4LHC15 NNLO
parametrisation as the common input, i.e., in lieu of fitting. Table 3.2 indicates the values of the �

2
/Npt for

the measurements that enter the fits to the reduced datasets and listed in Table 3.1. The results are obtained
using the codes from each of the three groups, for the common theory settings listed in Sect. 3.1. Hence
this comparison is sensitive only to differences in the implementation of the various datasets or to differences
in the theoretical calculations performed by each group. In addition to the presented �

2 values, theoretical
predictions for individual data points using the same PDF4LHC15 set were compared, which allowed us to
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S. Bailey et al., arXiv:2012.04684 S. Bailey and LHL, arXiv:1909.10541

ATLAS W,Z Data analysis

Graph shows the �2 calculated using r = 0.001 as a function of
relative error, rDist of the simulated underlying systematic errors.
Included is both the Expectation and the standard deviation
For a �2 of 120 r ⇡ 0.4

Matt Reader (UCL) DIS 2024 8th April 2024 17 25

Including Error on Errors 22

Gaussian plus Gamma

Model the estimated variances, vi , of �2
ui

, as Gamma distributed
gives:
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ri is defined as the relative uncertainty in the estimate of the
systematic error. The parameters ri can therefore be referred to as
the ”error on errors”.

2Cowan arXiv:1809.05778v3
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ATLAS 7 TeV high precision W,Z
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PDF Uncertainties
• Above issues (and others) feed into question of how we define our PDF uncertainties. All 3 

groups do this differently:

★Fixed parameterisation (MSHT/CT):

✦ Find global minimum of       and evaluate eigenvectors of Hessian matrix at this point.
✦ Parameter shifts corresponding to given           criteria given in terms of these
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Figure 6: The points (•) show ∆χ2
global as a function of the distance along each eigenvector

direction, t, defined in (49), for eigenvectors numbered 11–20 corresponding to the 10 largest
eigenvalues. The dashed curve is the ideal case, ∆χ2

global = t2.
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5.3.1 Procedure to determine PDF uncertainties

If we have input parameters {a0
i
} = {a
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where the Hessian matrix H has components
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The uncertainty on a quantity F ({ai}) is then obtained from standard linear error propagation:
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where C ⌘ H
�1 is the covariance matrix, and T =

q
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global
is the “tolerance” for the required

confidence interval, usually defined to be T = 1 for 68% confidence level. We diagonalise the

covariance (or Hessian) matrix [161], and work in terms of the eigenvectors. The covariance

matrix has a set of normalised orthonormal eigenvectors vk defined by
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where �k is the k
th eigenvalue and vik is the i

th component of the k
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i.e. the zk are the coe�cients when we express a change in parameters away from their best

fit values in terms of the rescaled eigenvectors, and a change in parameters corresponding to
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Eigenvector PDF sets S±
k
are then produced with parameters given by
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±
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) = a

0

i
± t eik, (30)
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★NNPDF: ✦ Generate set of MC `replicas’ by shifting data by errors.
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Each Di gives fi and from {fi} ) PDF errors

✦ Note not specific to NNs: can apply in fixed parameterisation as 
well: shown to be ~ equivalent to Hessian                  in that case.
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��2 = 1

G. Watt and R. Thorne, arXiv:1205.4024

✦ However, in NN approach direct correspondence is lost as Hessian approach does not apply.

✦ Procedure for choosing this ‘tolerance’ T differs between MSHT/CT.
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•               : `textbook’ criterion for 68% C.L., would apply if:
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T = 1

★Complete statistical compatibility between multiple datasets entering fit.

★Completely faithful evaluation of experimental uncertainties within each dataset.

★Theoretical calculations that match these exactly.
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Ndataset ⇠ 50� 60

• Good evidence that first two points do not always hold, 
while last point known not be true (though progress 
towards missing higher order uncertainties made).

• Given complete statistical compatibility, global PDF fit very constraining. Danger is claimed (high) precision 
will increasingly not match accuracy with            . Motivates enlarged tolerance           .
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Npts ⇠ 4000� 5000
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T > 1
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FIG. 9 Probability distributions in the e↵ective Gaussian variable SE for �2 values of the fitted data sets from the NNLO fits
CT14HERA2, MMHT’2014, NNPDF3.0, and NNPDF3.1.
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The uncertainty on a quantity F ({ai}) is then obtained from standard linear error propagation:
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@F

@aj
, (26)

where C ⌘ H
�1 is the covariance matrix, and T =

q
��

2

global
is the “tolerance” for the required

confidence interval, usually defined to be T = 1 for 68% confidence level. We diagonalise the

covariance (or Hessian) matrix [161], and work in terms of the eigenvectors. The covariance

matrix has a set of normalised orthonormal eigenvectors vk defined by

nX

j=1

Cijvjk = �kvik, (27)

where �k is the k
th eigenvalue and vik is the i

th component of the k
th orthonormal eigenvector

(k = 1, . . . , n). The parameter displacements from the global minimum are expanded in terms

of rescaled eigenvectors eik ⌘
p
�kvik:

�ai ⌘ ai � a
0

i
=

X

k

eikzk, (28)

i.e. the zk are the coe�cients when we express a change in parameters away from their best

fit values in terms of the rescaled eigenvectors, and a change in parameters corresponding to

��
2

global
= 1 corresponds to zk = 1. This results in the simplification

�
2

global
= �

2

min
+
X

k

z
2

k
. (29)

Eigenvector PDF sets S±
k
are then produced with parameters given by

ai(S
±
k
) = a

0

i
± t eik, (30)
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Figure 6: The points (•) show ∆χ2
global as a function of the distance along each eigenvector

direction, t, defined in (49), for eigenvectors numbered 11–20 corresponding to the 10 largest
eigenvalues. The dashed curve is the ideal case, ∆χ2

global = t2.
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• Why introduce a tolerance?

• Applying textbook tolerance to global dataset with 
tensions does not lead to automatically larger errors.
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✦ Global fits give 
different errors in 
PDF4LHC21 
benchmarking. 
NNPDF3.1 in general 
smaller errors.
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Figure 3.4. Comparison between the reduced PDF fits from the three groups, in the same format as in Fig. 3.1.
For the three groups, PDF errors correspond to 1� intervals. In the left panels, PDFs are displayed normalised to the
central value of the MSHT20 reduced PDF set.

to identify specific datasets causing observed differences by comparing the reduced fits at the level of the
dataset-by-dataset individual �

2. To separate the effects of differences in theory predictions from other
sources, the �

2 values for each common experiment of the three fits can be compared using a fixed PDF
parametrisation, specifically by adopting the PDF4LHC15 NNLO set as the common input PDF set. Where
such differences were seen, data and theory predictions themselves were directly compared to identify the
origin of the differences.

We therefore begin by comparing the PDFs and uncertainties from three reduced fits in Fig. 3.4 using
the same format as in Fig. 3.1. In the left panels, PDFs are displayed normalised to the central value of the
MSHT20 reduced PDF set. The main message from this comparison is that there is good general agreement
between the three reduced fits, with the error bands of most flavours overlapping over the wide x range.
Starting with the gluon, we note that all three groups agree within uncertainties over the entirety of the
x range. This finding strongly suggests that differences in the high-x gluon shape between the global fits
and relative to the reduced fits are driven by the datasets included. This region is investigated further in
App. C.2, and a further independent analysis is performed in App. D by examining the �

2 pulls of individual
experiments using the L2 sensitivity. The three singlet PDFs are also in very good agreement for all x.
The strangeness is also largely consistent, albeit the NNPDF3.1 central reduced fit is notably high around
10�2 . x . 10�1, though this difference is within the overlap of the respective PDF uncertainties. The
origin of the different trends in the strangeness PDF is further scrutinised in App. C.1 and App. D. The up
antiquark PDF is in good agreement between the MSHT and CT reduced fits over all x, the NNPDF reduced
fit ū, however, is lower than both MSHT and CT in the 10�2 . x . 10�1 region, signalling a difference in
the high-x flavour decomposition.

The relative 1� PDF uncertainties of the three reduced fits, displayed in the rightmost panels of Fig. 3.4,
turn out to be similar in size in regions with good data constraints. The agreement between the PDF
uncertainties for the gluon in x

⇠
> 10�2 among the three groups is particularly remarkable. For lower x

values, the NNPDF3.1 gluon uncertainty is smaller. This has an impact on the gg PDF luminosity, as will
be discussed later. The MSHT20 reduced fit displays larger uncertainties outside of these regions, i.e. where
constraints are lacking in the reduced fit — particularly at low x. A further examination of the uncertainties
of the reduced and global fits is ongoing and will be reported in the future.

In order to further identify any differences in the reduced fits, we examine their goodness-of-fit values
for each individual dataset, as given by �

2
/Npt. Before calculating these for the PDFs from the reduced fits

themselves, it is useful to compare the agreement between theory and data with a fixed PDF4LHC15 NNLO
parametrisation as the common input, i.e., in lieu of fitting. Table 3.2 indicates the values of the �

2
/Npt for

the measurements that enter the fits to the reduced datasets and listed in Table 3.1. The results are obtained
using the codes from each of the three groups, for the common theory settings listed in Sect. 3.1. Hence
this comparison is sensitive only to differences in the implementation of the various datasets or to differences
in the theoretical calculations performed by each group. In addition to the presented �

2 values, theoretical
predictions for individual data points using the same PDF4LHC15 set were compared, which allowed us to
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✦ And 4.0 methodology gives 
further errors reduction.

Figure 8.2. Same as Fig. 8.1 but showing the one-sigma relative uncertainties.

integrability of T3 is enforced when constraining the preprocessing, but would otherwise fail. The e↵ect of
the Lagrange multiplier is mostly to reduce somewhat the small-x uncertainties by removing some outliers.

90

Figure 8.2. Same as Fig. 8.1 but showing the one-sigma relative uncertainties.

integrability of T3 is enforced when constraining the preprocessing, but would otherwise fail. The e↵ect of
the Lagrange multiplier is mostly to reduce somewhat the small-x uncertainties by removing some outliers.

90

Benchmark = 
similar data/settings

• Comparison/benchmarking of PDFs considered in PDF4LHC21 study. Fit representative subset 
of global dataset, unified between 3 global fits and with very close theory settings. Find:

• Different methodologies giving different results.



Where do we stand?
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• New (LHC) data in fits has clear impact - PDF uncertainties continue to reduce - and theoretical 
precision continues increase, up to now  aN3LO order.

• However, global PDF fits are complex: agreement between sets not always good at level of PDFs 
or uncertainties. Evidence that methodology can be just as important as data in fits.
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Where might we go? Future Data

• LHC continuing to have an impact, and 
HL-LHC projected to beyond that…

• …but these are only projections. Reality 
usually more complicated. Other 
experiments/colliders providing 
complementary information will be key.

Impact of future data: HL-LHC

[EPJ.C 78 (2018) 962]

Emanuele R. Nocera (UNITO) Collinear PDFs 23 October 2023 11 / 28

Impact of future data: HL-LHC

[EPJ.C 78 (2018) 962]

Emanuele R. Nocera (UNITO) Collinear PDFs 23 October 2023 11 / 28

Input Data (ep) - Detailed simulation work to 
optimise resolutions throughout 
phase-space 
à 5 bins per decade in x and Q2

- Kinematic coverage: Q2 > 1 GeV2, 
0.01 < y < 0.95, W > 3 GeV

- Lower y accessible in principle,
but easier to rely on overlaps 
between data at different "

- Highest x bin centre at x=0.815

- CC data also included for 
highest "

[Poster by S Maple]
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• Amongst many things the EIC 
will give us are better 
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quarks in the high x region, while LHC measurements
are playing an increasingly important role, most notably
in the quark flavor decomposition and for the gluon at high
x [2,49]. Within such a fit, the impact of any additional data
will necessarily be balanced by the pulls of other datasets in
the fit. The overall impact is therefore expected to be
reduced in comparison to a fit where the EIC pseudodata
are added to a more limited, HERA-only, baseline.
The impact of EIC data on the high x PDFs has been

studied relative to a recent example global fit, MSHT20
[3,50]. The same cuts, Q2 ≥ 2 GeV2 and W2 ≥ 15 GeV2

are applied as in [3]. As described in Sec. II the EIC
pseudodata are produced using NLO QCD theory and,
consistently, with MSHT20NLO PDFs, while the fit is
performed at NNLO. This is in order to effectively inject
some inconsistency between theory and pseudodata, as one
might expect to occur in a real comparison between data
and theory. The impact of this procedure on the corre-
sponding PDF uncertainties, relative to the case adopted in
Sec. III A where theory and pseudodata agree by con-
struction, is minimal.
As expected, the EIC impact relative to MSHT20 is

substantially reduced compared with that relative to
HERAPDF2.0. However, there are still significant effects,
as illustrated in Fig. 5. Due to the charge-squared coupling
of the virtual photon in DIS, up quarks are more strongly
impacted than down quarks, such that the biggest impact is
on the up-valence distribution, for which a reduction in
uncertainties of up to ∼50% is observed in the highest x
region. The relative impact of data in the low y kinematic
region is investigated by comparing the standard selection
with results from a dataset restricted to y > 10−2. The
difference in precision on the up-valence distribution is
negligible, which is largely due to the overlapping phase
space coverages of the different EIC beam energy con-
figurations, removing the need for difficult measurements
at extreme low y values.
The simulated EIC data bring a small, but nonetheless

valuable, improvement in the precision on all of the
other parton species at all x and Q2 values. The gluon
density at the electroweak scale is chosen for illustration
here; overall uncertainties are relatively small at such large
scales due to the constraints from scaling violations in
gluon-initiated DIS.
The results shown here, in the context of the MSHT

global PDF fit for the first time, are broadly consistent with
previous studies of EIC impact relative to global PDF fits
[15–19], though now with pseudodata more representative
of expected experimental setups. Some of these previous
studies have also noted other smaller impacts in reducing
the uncertainties of the strangeness or d=u ratio at high x.
However there were differences observed between groups
and depending on the study [19]. We do not see notable
changes in either the strange or d=u ratio uncertainty at
high x, though our study has only considered proton data

and electron beams. The inclusion of deuteron data and/or
positron beams would be expected to allow a greater
sensitivity to d−type quarks and may therefore lead to
such improvements.
It is worth noting that the more comprehensive datasets

included in global PDF fits bring associated complexities
and issues that are not necessarily present in the DIS-only
case. As well as the more complex theoretical description
of hadron-hadron collisions, and the necessity of including
nonperturbative input for example in the nuclear correc-
tions to fixed-target data and hadronization corrections to
jet cross sections, there is observed to be a degree of tension
between the different datasets that enter the global fit
[3,49,51–53]. In the MSHT case, this is accounted for by
including an enlarged “tolerance” with respect to textbook
statistical expectations when evaluating the corresponding
PDF uncertainties [54]. The milder impact of the EIC
pseudodata in the MSHT global fit should be considered in
this context. In particular, the addition of EIC data may

FIG. 5. Impact of simulated EIC data on the collinear
proton parton distributions relative to the MSHT20 global fits.
The bands show relative uncertainties as a function of x,
comparing the MSHT20 baseline with results when additionally
including EIC data. Top: up valence density at Q2 ¼ 1.9 GeV2,
also comparing EIC scenarios with a restriction to y > 10−2

(MSHT20 + EIC) with the standard requirement y > 10−3

[MSHT20 + EIC (high Acc.)]. Bottom: gluon density at
Q2 ¼ 104 GeV2.

NÉSTOR ARMESTO et al. PHYS. REV. D 109, 054019 (2024)
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improvement in precision on the gluon-gluon fusion Higgs
production cross section is shown in Fig. 8. The PDF
uncertainty, calculated using ggHiggs [55–65] with
N3LO matrix elements and NNLO PDFs at a central scale
of μf ¼ μr ¼ mH=2 and at

ffiffiffi
s

p
¼ 13 TeV, reduces in

proportion to the gg luminosity uncertainty, i.e. also from
1.2% to 0.8%. However, the overall impact on the total
uncertainty is much smaller, due to the dominance of the
scale uncertainty.
There are finite effects for the other parton-parton

luminosity cases presented in Fig. 7, with the qq luminosity
uncertainty reduced somewhat at larger invariant masses
due to the constraints placed by the EIC pseudodata on the
large x quark PDFs. The effects on the qg and qq̄
luminosities though are small, reflecting the relatively
small impact of EIC pseudodata on most of the
MSHT20 quark density uncertainties and the integration
over rapidities and parton species that must be performed in
calculating parton luminosities.

IV. NUCLEAR PDFs

As the world’s first eA collider, the EIC will explore
partonic nuclear structure at an unprecedented level of

FIG. 7. Impact of simulated EIC data on the LHC collinear PDF luminosities relative to the MSHT20 global fits as a function of the
parton-parton invariant mass,mX. Upper left: gluon-gluon luminosity. Upper right: quark-gluon luminosity. Lower left: quark-antiquark
luminosity. Lower right: quark-quark luminosity.

FIG. 8. Impact of simulated EIC data on the Higgs production
cross section results via gluon fusion (with

ffiffiffi
s

p
¼ 13 TeV) at the

central scale μ ¼ mH=2. The cross-section is calculated using
N3LO matrix elements but only NNLO PDFs. The dotted lines
indicate the PDF only uncertainties, the solid lines are the PDFþ
scale uncertainties combined in quadrature, with the scale
uncertainties determined by varying μ by a factor of 2 following
the 9-point prescription.

NÉSTOR ARMESTO et al. PHYS. REV. D 109, 054019 (2024)

054019-8

• Expected impact in global PDF context 
moderate but complementarity is key. See 
BSM studies - what if see a disagreement in 
high energy data?
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Future Data?

• In this context LHeC proposal also very advantageous. 

• Clean and complementary ep data over wide region of phase space, with impressive PDF projections.SciPost Physics Submission

Figure 2.1: The kinematic coverage in the (x,Q2) plane of the LHeC pseudo–data [26] included in
the present analysis: the inclusive NC and CC structure functions both for high energy (HE) and
low energy (LE) datasets, the NC charm and bottom semi-inclusive structure functions F cc̄

2 and F
bb̄
2 ,

and the CC charm structure functions F
c
2 providing direct information on the strange content of the

proton.

uncertainty of 0.5% is taken, while a fully correlated luminosity uncertainty of 1% is assumed.
In the case of the semi-inclusive heavy-quark structure functions, there are two sources of
systematics considered correlated across bins for both NC and CC production respectively.

We note that the statistical errors are generally an order of magnitude or more smaller
than the systematic uncertainties, apart from close to kinematic boundaries, and hence as
discussed above we would not expect our results to change significantly if somewhat smaller
datasets are assumed. Indeed, we have explicitly verified the validity of this assumption by
using instead an integrated luminosity of 0.3 ab�1 for the case of high energy neutral-current
electron scattering.

According to the above considerations, we then produce the pseudo–data values as usual
by shifting the corresponding theory predictions by the appropriate experimental errors. In
particular, the pseudo–data point i is generated according to

�
exp
i = �

th
i

 
1 + �

exp
unc,i · ri +

X

k

�exp
ik sk,i

!
, (2.1)

where si, rk are univariate Gaussian random numbers, �exp
ik is the k-th correlated systematic

error and �
exp
unc,i is the total uncorrelated error for datapoint i. The �

th
i are the corresponding

6
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Figure 4.4: Same as Fig. 4.1, now comparing the impact of the LHeC pseudo–data with that of the
HL–LHC projections and to their combination.

would provide a particularly precious asset to disentangle possible beyond the Standard Model
(BSM) e↵ects.

In summary, the LHeC and HL–LHC datasets both place significant constraints on the
PDFs, with some di↵erences depending on the kinematic region or the specific flavour com-
bination being considered. Most importantly, we find that these are rather complementary:
while the LHeC places the most significant constraint at low to intermediate x in general
(though in the latter case the HL–LHC impact is often comparable in size), at high x the HL–
LHC places the dominant constraint on the gluon and strangeness, while the LHeC dominates
for the up and down quarks. Moreover, when both the LHeC and HL–LHC pseudo–data are
simultaneously included in the fit, all PDF flavours can be constrained across a wide range
of x, providing a strong motivation to exploit the input for PDF fits from both experiments,
and therefore for realising the LHeC itself.

Finally, a few important caveats concerning this exercise should be mentioned. First, the
processes included for both the LHeC and HL–LHC, while broad in scope, are by no means
exhaustive. Most importantly, as mentioned in Sect. 2, for the LHeC no jet production data
are included, which would certainly improve the constraint on the high-x gluon. In addition,
the inclusion of charm production in e

+
p CC scattering would further constrain the strange

quark. In the case of the HL–LHC, only those processes which provide an impact at high-x
were included, and hence the lack of constraint at low-x that is observed occurs essentially
by construction. In particular, there are a number of processes that will become available
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• FPF proposal to extend far forward detectors also 
shows promising potential for high energy (TeV) 
neutrino-induced DIS data at the LHC.

• Promising projected constraints on quark flavour 
structure.
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Neutrinos at the LHC
Future Data?

J. Rojo, PDF4LHC23

J. Cruz-Martinez et al., arXiv:2309.09581
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Figure 3.6. Same as Fig. 3.5 for the results obtained using the NNPDF4.0 fitting methodology. The baseline
NNPDF4.0 NNLO analysis is compared with the results of the fits which include the combined FPF dataset in
both the statistics-only scenario and for the case where systematic uncertainties are also accounted for. As in the
PDF4LHC21 case, the bands indicate the one-sigma PDF uncertainties. We now also show results for the charm PDF
(bottom right panel), which in the NNPDF4.0 fit is determined from the data entering the fit.

Dataset

NNPDF4.0 NNLO

Baseline
with combined FPF data

Statistical-only Statistical + systematics

�2/ndat

Global

1.17 1.15 1.14

hEtrirep 2.26 2.24 2.21

hEvalirep 2.36 2.33 2.30
⌦
�2/ndat

↵
rep

1.19 1.18 1.16

�2/ndat

DIS neutral-current 1.22 1.23 1.22

DIS charged-current 0.90 0.91 0.90

Drell–Yan (inclusive and one-jet) 1.76 1.84 1.83

Top-quark pair production 1.23 1.19 1.25

Single-top production 0.36 0.37 0.37

Inclusive jet production 0.96 0.96 0.94

Dijet production 2.03 2.03 2.00

Direct photon production 0.74 0.74 0.73

FPF (total) 1.29 / 0.92 1.10 0.89

Table 3.1. Statistical estimators for the NNPDF4.0 NNLO baseline fit, compared to the variants including the
combined FPF dataset shown in Figs. 3.6 and 3.7. From top to bottom: total �2/ndat, average over replicas of the
training and validation figures of merit hEtrirep and hEvalirep, average �2/ndat over replicas

⌦
�2/ndat

↵
rep

, �2/ndat

for datasets grouped by process. The last row displays the �2/ndat obtained for the combined FPF dataset. For
the baseline, we indicate the pre-fit values of �2/ndat for the FPF dataset (in italics) computed without and with
systematic errors in the covariance matrix.

processes, from 1.76 to 1.83, possibly because of the enhanced weight that DIS data carries in this fit variant.
Fig. 3.8 displays a comparison of the PDF luminosities at

p
s = 14 TeV as a function of the final-state

invariant mass mX between the baseline NNPDF4.0 fit and its variants including the combined FPF dataset,
see Fig. 3.6 for the corresponding PDF comparison. Results are shown normalised to the central value of
the NNPDF4.0 baseline. Specifically, we show the gluon-gluon, quark-antiquark, quark-quark, down-antiup,
up-antistrange, and strange-antistrange luminosities. The reduction of PDF uncertainties found in Figs. 3.6
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Figure 3.6. Same as Fig. 3.5 for the results obtained using the NNPDF4.0 fitting methodology. The baseline
NNPDF4.0 NNLO analysis is compared with the results of the fits which include the combined FPF dataset in
both the statistics-only scenario and for the case where systematic uncertainties are also accounted for. As in the
PDF4LHC21 case, the bands indicate the one-sigma PDF uncertainties. We now also show results for the charm PDF
(bottom right panel), which in the NNPDF4.0 fit is determined from the data entering the fit.

Dataset

NNPDF4.0 NNLO

Baseline
with combined FPF data

Statistical-only Statistical + systematics

�2/ndat

Global

1.17 1.15 1.14

hEtrirep 2.26 2.24 2.21

hEvalirep 2.36 2.33 2.30
⌦
�2/ndat

↵
rep

1.19 1.18 1.16

�2/ndat

DIS neutral-current 1.22 1.23 1.22

DIS charged-current 0.90 0.91 0.90

Drell–Yan (inclusive and one-jet) 1.76 1.84 1.83

Top-quark pair production 1.23 1.19 1.25

Single-top production 0.36 0.37 0.37

Inclusive jet production 0.96 0.96 0.94

Dijet production 2.03 2.03 2.00

Direct photon production 0.74 0.74 0.73

FPF (total) 1.29 / 0.92 1.10 0.89

Table 3.1. Statistical estimators for the NNPDF4.0 NNLO baseline fit, compared to the variants including the
combined FPF dataset shown in Figs. 3.6 and 3.7. From top to bottom: total �2/ndat, average over replicas of the
training and validation figures of merit hEtrirep and hEvalirep, average �2/ndat over replicas

⌦
�2/ndat

↵
rep

, �2/ndat

for datasets grouped by process. The last row displays the �2/ndat obtained for the combined FPF dataset. For
the baseline, we indicate the pre-fit values of �2/ndat for the FPF dataset (in italics) computed without and with
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processes, from 1.76 to 1.83, possibly because of the enhanced weight that DIS data carries in this fit variant.
Fig. 3.8 displays a comparison of the PDF luminosities at

p
s = 14 TeV as a function of the final-state

invariant mass mX between the baseline NNPDF4.0 fit and its variants including the combined FPF dataset,
see Fig. 3.6 for the corresponding PDF comparison. Results are shown normalised to the central value of
the NNPDF4.0 baseline. Specifically, we show the gluon-gluon, quark-antiquark, quark-quark, down-antiup,
up-antistrange, and strange-antistrange luminosities. The reduction of PDF uncertainties found in Figs. 3.6
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Impact of Lattice?
• Recent studies from CT and NNPDF groups.
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FIG. 4. The comparison of s(x) (top-left), s̄(x) (top-right), and s�(x) (middle-left), s+(x)

(middle-right) PDFs at the initial Q0 scale, as well as PDF ratios (s+ s̄)/(ū+ d̄)(x) (bottom-left)

and (s+s̄)/(s�s̄)(x) (bottom-right) at Q = 100 GeV, for CT18A, CT18As, and CT18As Lat. Note

that in the middle-left panel, predictions of the strangeness asymmetry of CT18A and CT18As Lat

are compared to the current lattice data and expected improvement if current lattice data errors

are reduced by a half (green backslashed area, i.e., CT18As HELat). For CT18A, no strangeness

asymmetry s�(x) is allowed at the initial Q0 scale in the nonperturbative parametrization, so

CT18A is absent in the comparison plot of s�(x).
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★CT: Impact of quasi-PDF lattice data on 
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Figure 4.4. PDFs from the fits fine-sys compared with the corresponding distributions from
NNPDF31. In the lower plots results are normalized to NNPDF31 PDFs.

uncertainties in lattice simulations: without a stringent control over them, it is not possible

to draw reliable conclusions and to make comparisons with phenomenological distributions.

Finally, we stress once more that the analysis performed in this paper is complemen-

tary to that presented in Ref. [27], where quasi-PDFs matrix elements where considered

instead, starting from the momentum space version of the factorization theorem. In both

cases, results have been produced within the NNPDF environment, running the same ma-

chinery used for global QCD analysis over experimental data. The next logical step might

be a global lattice QCD fit within this same framework, where data for multiple lattice

observables coming from di↵erent simulations are simultaneously included in the analysis.
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★NNPDF: looking at well determined non-
singlet quantities some further room for 
improvement?

L. Del Debbio et al., arXiv:2010.03996
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Conclusions

★Parton Distribution Functions a key input in the precision physics programme of LHC and beyond.
★Precise and accurate PDF determination crucial. Global PDF fits currently the best way to achieve 

this. 
★A significant deal of experimental and theoretical progress: high precision LHC data driving PDF 

fits, and up to (approximate) N3LO will be the standard (+ NLO EW) for theory.
★But path to achieving accuracy and precision is not an easy one: non-negligible differences between 

latest PDF fits. Clear understanding of uncertainties and comparison of methodologies essential. 
★One takeaway: not simply a question of looking at nominal precision of given PDF set to assess 

potential impact of lattice. May also help disentangle above differences? Complementarity is key!

Thank you for listening!
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Tolerance (Again)
• Can also use closure test to motivate need for tolerance. Generate:

★  Fixed-Target DY + DIS data with HERAPDF2.0 input.

★  Hadron Collider data with NNPDF4.0 (pch) input.

• Inputs are indeed in tension for various PDFs - simply model of incompatibility in fit. What do we find?
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Figure 11: As in Fig. 8 but for the charge weighted quark singlet.

input set to the NNPDF4.0 input, to serve as an indication of any expected tension between the
results in the upper right figure. In all cases the PDF uncertainties correspond to the T 2 = 1
criterion, with the exception of the global fit in the top right plots, where the result of a dynamic
tolerance procedure is also shown5.

Here the prime on the HERAPDF2.0’ indicates that this is the result of taking the input
set at Q0 = 1 GeV and evolving to Q2 = 104 GeV2 using the NNPDF public code, as strictly
speaking this is what is e↵ectively used in the generation of the pseudodata. This di↵ers a small
amount from the default HERAPDF2.0 set due to e.g. di↵ering quark masses in the evolution
and so on. We also emphasise again that the global fit shown in the top right figure is to the
pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
di↵ering PDF inputs.

Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
are a handful in the default NNPDF4.0 dataset) can have an unrealistically large e↵ect on the PDF uncertainty,
due to the fact that the dynamic tolerance procedure is more applicable to datasets with a su�cient number of
points.
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Figure 11: As in Fig. 8 but for the charge weighted quark singlet.

input set to the NNPDF4.0 input, to serve as an indication of any expected tension between the
results in the upper right figure. In all cases the PDF uncertainties correspond to the T 2 = 1
criterion, with the exception of the global fit in the top right plots, where the result of a dynamic
tolerance procedure is also shown5.

Here the prime on the HERAPDF2.0’ indicates that this is the result of taking the input
set at Q0 = 1 GeV and evolving to Q2 = 104 GeV2 using the NNPDF public code, as strictly
speaking this is what is e↵ectively used in the generation of the pseudodata. This di↵ers a small
amount from the default HERAPDF2.0 set due to e.g. di↵ering quark masses in the evolution
and so on. We also emphasise again that the global fit shown in the top right figure is to the
pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
di↵ering PDF inputs.

Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
are a handful in the default NNPDF4.0 dataset) can have an unrealistically large e↵ect on the PDF uncertainty,
due to the fact that the dynamic tolerance procedure is more applicable to datasets with a su�cient number of
points.
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Figure 11: As in Fig. 8 but for the charge weighted quark singlet.

input set to the NNPDF4.0 input, to serve as an indication of any expected tension between the
results in the upper right figure. In all cases the PDF uncertainties correspond to the T 2 = 1
criterion, with the exception of the global fit in the top right plots, where the result of a dynamic
tolerance procedure is also shown5.

Here the prime on the HERAPDF2.0’ indicates that this is the result of taking the input
set at Q0 = 1 GeV and evolving to Q2 = 104 GeV2 using the NNPDF public code, as strictly
speaking this is what is e↵ectively used in the generation of the pseudodata. This di↵ers a small
amount from the default HERAPDF2.0 set due to e.g. di↵ering quark masses in the evolution
and so on. We also emphasise again that the global fit shown in the top right figure is to the
pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
di↵ering PDF inputs.

Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
are a handful in the default NNPDF4.0 dataset) can have an unrealistically large e↵ect on the PDF uncertainty,
due to the fact that the dynamic tolerance procedure is more applicable to datasets with a su�cient number of
points.
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results in the upper right figure. In all cases the PDF uncertainties correspond to the T 2 = 1
criterion, with the exception of the global fit in the top right plots, where the result of a dynamic
tolerance procedure is also shown5.

Here the prime on the HERAPDF2.0’ indicates that this is the result of taking the input
set at Q0 = 1 GeV and evolving to Q2 = 104 GeV2 using the NNPDF public code, as strictly
speaking this is what is e↵ectively used in the generation of the pseudodata. This di↵ers a small
amount from the default HERAPDF2.0 set due to e.g. di↵ering quark masses in the evolution
and so on. We also emphasise again that the global fit shown in the top right figure is to the
pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
di↵ering PDF inputs.

Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
are a handful in the default NNPDF4.0 dataset) can have an unrealistically large e↵ect on the PDF uncertainty,
due to the fact that the dynamic tolerance procedure is more applicable to datasets with a su�cient number of
points.
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input set to the NNPDF4.0 input, to serve as an indication of any expected tension between the
results in the upper right figure. In all cases the PDF uncertainties correspond to the T 2 = 1
criterion, with the exception of the global fit in the top right plots, where the result of a dynamic
tolerance procedure is also shown5.

Here the prime on the HERAPDF2.0’ indicates that this is the result of taking the input
set at Q0 = 1 GeV and evolving to Q2 = 104 GeV2 using the NNPDF public code, as strictly
speaking this is what is e↵ectively used in the generation of the pseudodata. This di↵ers a small
amount from the default HERAPDF2.0 set due to e.g. di↵ering quark masses in the evolution
and so on. We also emphasise again that the global fit shown in the top right figure is to the
pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
di↵ering PDF inputs.

Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
are a handful in the default NNPDF4.0 dataset) can have an unrealistically large e↵ect on the PDF uncertainty,
due to the fact that the dynamic tolerance procedure is more applicable to datasets with a su�cient number of
points.
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• This effect is completely expected. Can show in simple toy model: PDF uncertainties driven by the quoted 
experimental (theoretical) uncertainties whether underlying fit is self—consistent or not.

• Naive application of             criterion in such a scenario will lead to overly aggressive errors.
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