
Pheno overview of B → D∗

Marzia Bordone

Lattice@CERN 2024

15.07.2024



Long-standing puzzles in semileptonic decays

Two extraction methods:
• From inclusive B → Xc`ν̄ decays
• From exclusive decays

⇒ B → D(∗)`ν̄
⇒ Λb → Λcµν̄/Λb → pµν

⇒ Bs → D
(∗)
s `ν̄

⇒ Bs → Kµν/Bs → Dsµν

Lepton flavour universality

RD(∗) =
B(B → D(∗)τ ν̄)

B(B → D(∗)`ν̄)

• Current discrepancy at the order of
3.3σ

• Theory prediction is the arithmetic
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Why we need a better determination of Vcb?

• The value of Vcb has a major impact on flavour observables like
B(Bs → µ+µ−) or εK

• A resolution of the puzzle is central given the perspective sensitivities at Belle II
and LHCb
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The theory drawback
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Introduction and Motivation

Beam energies at B-Factories
tuned to produced B pairs
through e+e` ! ˇ(4S)! B —B.

B(ˇ(4S)! B —B) ı 96%.

Semileptonic B decays used to
extract CKM matrix elements
jVcbj, jVubj

Two approaches to measure
semileptonic B decays:

I Exclusive: a specific final state is
reconstructed (e.g. B ! ı‘⌫)

I Inclusive: All B ! Xq‘⌫ final
states within a region of phase
space are reconstructed.

‰ 3� discrepancy between inclusive
and exclusive measurements.

C. Beleño Exclusive B ! Xu‘⌫ decays ICHEP 2016 2/9

Fundamental challenge to match
partonic and hadronic descriptions

µpartonic = mb µhadronic = ΛQCD
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Exclusive matrix elements

〈Hc|Jµ|Hb〉 =
∑

i

SiµFi
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Exclusive matrix elements

〈Hc|Jµ|Hb〉 =
∑

i

SiµFi

scale ΛQCD
independent

Lorentz structures

form factor
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Exclusive matrix elements

〈Hc|Jµ|Hb〉 =
∑

i

SiµFi

Form factors determinations

• Lattice QCD

• QCD SR, LCSR

Form factors parametrisations

• HQET (CLN + improvements)⇒ reduce
independent degrees of freedom

• Analytic properties→ BGL

scale ΛQCD
independent

Lorentz structures

form factor

only points at spe-
cific kinematic points

data points needed
to fix the coefficients

of the expansion
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The z-expansion and unitarity

• in the complex plane form factors are real
analytic functions

• q2 is mapped onto the conformal complex
variable z

z(q2, t0) =

√
t+ − q2 −

√
t+ − t0√

t+ − q2 +
√
t+ − t0

• q2 is mapped onto a disk in the complex z
plane, where |z(q2, t0)| < 1

Fi =
1

Pi(z)φi(z)

ni∑
k=0

aikz
k

ni∑
k=0

|aik|2 < 1

Im(z)

Re(z)

semileptonic

region

subthreshold
resonances

q2min

q2max

q2 = t+

[Boyd, Grinstein, Lebed, ’95, Caprini, Lellouch, Neubert, ’98]
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How to apply unitarity

• Penalty function in the χ2 or likelihood [P. Gambino, M. Jung, S. Schacht, ’19]

χ2 → χ2(aik, a
i
k|data) + wiθ

(
ni∑
k=0

|aik|2 − 1

)
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How to apply unitarity

• Penalty function in the χ2 or likelihood [P. Gambino, M. Jung, S. Schacht, ’19]

χ2 → χ2(aik, a
i
k|data) + wiθ

(
ni∑
k=0

|aik|2 − 1

)
• Dispersive Matrix Method [M. Di Carlo, G. Martinelli, M. Naviglio, F. Sanfilippo, S. Simula, L. Vittorio, ’21]

[G. Martinelli, S. Simula, L. Vittorio, ’21,’23]

6

At this point, we introduce the matrix

M ⌘

0
BBBBBBBBB@

h�f |�fi h�f |gti h�f |gt1i · · · h�f |gtN i
hgt|�fi hgt|gti hgt|gt1i · · · hgt|gtN i
hgt1 |�fi hgt1 |gti hgt1 |gt1i · · · hgt1 |gtN i

...
...

...
...

...

hgtN |�fi hgtN |gti hgtN |gt1i · · · hgtN |gtN i

1
CCCCCCCCCA

. (6)

Since the variable z can assume only real values in the allowed kinematical region, M

can be expressed in a simpler way through the Eqs. (3) and (5) as

M =

0
BBBBBBBBBBBBBBBBB@

� �f �1f1 �2f2 ... �NfN

�f 1
1�z2

1
1�zz1

1
1�zz2

... 1
1�zzN

�1f1
1

1�z1z
1

1�z2
1

1
1�z1z2

... 1
1�z1zN

�2f2
1

1�z2z
1

1�z2z1

1
1�z2

2
... 1

1�z2zN

... ... ... ... ... ...

�NfN
1

1�zNz
1

1�zNz1

1
1�zNz2

... 1
1�z2

N

1
CCCCCCCCCCCCCCCCCA

. (7)

In this expression, �ifi ⌘ �(zi)f(zi) (with i = 1, 2, ...N) represent the known values of

the quantity �(z)f(z) corresponding to the values zi of the kinematical variable z. In

order to use a compact notation let us indicate z and the corresponding unknown values

of �f as z0 and �0f0 ⌘ �(z0)f(z0), respectively, so that the index i now runs from 0 to

N .

The positivity of the determinant of this matrix allows to compute the lower and

the upper bounds for the FF of interest. We rephrase the condition detM � 0 into an

inequality that interests the quantities in the r.h.s. of the Eq. (7). For the details of the

computation, see the Appendix A of [40]. One finds that

� �p
�  f0  � +

p
� , (8)

detM > 0⇒ β −√γ ≤ f0 ≤ β +
√
γ
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The positivity of the determinant of this matrix allows to compute the lower and

the upper bounds for the FF of interest. We rephrase the condition detM � 0 into an

inequality that interests the quantities in the r.h.s. of the Eq. (7). For the details of the

computation, see the Appendix A of [40]. One finds that

� �p
�  f0  � +

p
� , (8)

• Bayesian inference [J. Flynn, A. Jüttner, T. Tsang, ’23]

14

TABLE IX. Input masses for the BGL z fits. Values are in
GeV [50]. The superscript † indicates, where the isospin-
averaged mass has been taken.

MB MBs M⇡ MK M+
B⇤(0+)

5.27950† 5.36682 0.138039† 0.495644† 5.32471

originally proposed by BGL [84] needs to be modified.
This is similar to the situation discussed in Refs. [91–94],
but note some di↵erences in notation in those papers, in
particular our use of t⇤ and t+ for the locations of the
B⇡ and BsK production thresholds, respectively. The
step function ✓z achieves this by restricting the integra-
tion over the unit circle to the relevant arc. Let us now
define the inner product

hzi|zji↵ =
1

2⇡

↵Z

�↵

d�(zi)⇤zj |z=ei� ,

=

8
><
>:

sin(↵(i� j))

⇡(i� j)
i 6= j

↵

⇡
i = j

(37)

on the arc [�↵, +↵] of the unit circle. When the
inner product is defined over the entire unit circle,
[�⇡, +⇡], the monomials zi are orthonormal, hzi|zji⇡ =
�ij . In that case the unitarity constraint Eq. (36) be-
comes

P
i |aX,i|2  1. With the restriction to the arc

[�↵BsK , +↵BsK ], the modified BGL unitarity constraint
developed in [95] is

X

i,j�0

a⇤
X,ihzi|zji↵BsK

aX,j ⌘ |aX |2↵BsK
 1 , (38)

where we have defined |aX |2↵BsK
to mean the quadratic

form on the left-hand side.

B. Extrapolation to q2 = 0

To extrapolate our results to the full physical range
of q2 we start from the results for f+ and f0 listed in
Tab. VII, with statistical and systematic errors and cor-
relations given in Tab. VIII, added in quadrature. In-
put parameters for the z fits are summarized in Tab. IX.
We use the short-hand vector notation f = (f+, f0)

T for
the vector and scalar form factors at the kinematical ref-
erence points, and denote the corresponding covariance
matrix by Cf . We fit the data to a z-parameterization
of Eq. (34), subject to the unitarity constraint Eq. (38)
and the kinematical constraint f+(0) = f0(0).

In the Bayesian-inference strategy for fitting form fac-
tors developed in Ref. [95] the unitarity constraint is im-
plemented as a flat prior, which acts as a regulator for
the fitting problem. In contrast to frequentist fits, this
allows us to determine the parameters of a BGL parame-
terization to arbitrarily high order, removing errors from
truncating the power series in z in Eq. (34).

The Bayesian-inference problem of determining the
BGL parameters a = (a+,a0)

T and functions g(a) of
them amounts to computing expectation values

hg(a)i = N
Z

da g(a)⇡(a|f , Cf )⇡a , (39)

where N is a normalization constant. As prior knowledge
on the form factor we use only the unitarity constraint
expressed in terms of the distribution

⇡a / ✓
⇣
1� |a+|2↵BsK

⌘
✓
⇣
1� |a0|2↵BsK

⌘
, (40)

which essentially limits the integration range in Eq. (39).
The conditional probability density for the parameter a
given the fit model and data is

⇡(a|f , Cf ) / exp

✓
�1

2
�2(a, f)

◆
, (41)

where

�2(a, f) = (f � Za)T C�1
f (f � Za) . (42)

Following Ref. [95], the matrix Z consists of diagonal
blocks

(ZXX)ij =
zj

BX(q2
i )�X(q2

i , t0)
, (43)

where XX is either ++ or 00, for the vector and scalar
form factors, respectively. The o↵-diagonal blocks, which
implement the kinematical constraint f+(0) = f0(0) are

(Z+0)ij =0 ,

(44)
(Z0+)ij =

1

z(0; t⇤, M2
B⇤)�+(0)

�0(0)

�0(q2
i )

zj(0) .

The integral in Eq. (39) can be performed by
Monte Carlo, which corresponds to drawing multi-variate
normal-distributed pseudo-random numbers. An e�cient
algorithm and an implementation in Python are pre-
sented in Refs. [95, 96]. The results presented here are
based on 2000 samples.

Figure 8 shows the results of z-fits to our Bs ! K`⌫
data, with numerical values for the fit parameters in ta-
ble X.

For the discussion of the results it is also worthwhile,
in parallel, to have a look at the first data column of
Tab. XI, which shows the result for the form factor ex-
trapolated to q2 = 0. For both the coe�cients a and
f+(0) we find significant variation in both error and cen-
tral value when increasing the order of the z expansion
from K+,0 = 2. We find stable central values and errors
for K � 3. Higher-order coe�cients can be added to the
fit (the tables show results up to K+,0 = 10), whereby the
errors on the significantly-determined lower-order coe�-
cients and also the result for f+,0(0) remain stable, and
the higher-order coe�cients are compatible with zero.

detM > 0⇒ β −√γ ≤ f0 ≤ β +
√
γ

contains the lattice χ2

θ(1− |a|2)
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The Heavy Quark Expansion in a nutshell

The HQE exploits the fact that the b and c quarks are heavy

• Double expansion in 1/mb,c and αs

• The HQE symmetries relate B(∗) → D(∗) form factors

• At 1/mb,c drastic reduction of independent degrees of freedom

With current precision we know we have to go beyond the 1/mb,c order and we use
the following form

Fi =
(
ai + bi

αs
π

)
ξ +

ΛQCD

2mb

∑
j

cijξ
j
SL +

ΛQCD

2mc

∑
j

dijξ
j
SL +

(
ΛQCD

2mc

)2∑
j

gijξ
j
SSL

• Total of 10 independent structures to be extracted from data

• We use the conformal mapping q2 7→ z(q2) to include bounds and have a
well-behaved series
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B → D∗ before 2021
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Recent developments



B → D∗ after 2021

• In 2021, FNAL/MILC came out with the first, away from zero-recoil calculation
of B → D∗ form factors [2105.14019]

• In 2023, HPQCD and JLQCD released also B → D∗ form factors away from
zero-recoil [2304.03137, 2306.05657]

• For the first time, a lattice-only determination of B → D∗ form factors is
possible without using any assumption

• The three computations rely on different lattice actions, and different
ensembles, so they are in principle independent
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• Are these results compatible with
each other?

• Are they compatible with
experimental data?
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Compatiblity of lattice data
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• Similar results with HPQCD

• There are some differences in the
slopes

• How good is the compatibility?

• Do the differences yield significant
pheno consequences?

12/37



The HQET ratios

Comparison with new lattice calculations

Major improvement: B(s) ! D⇤
(s) FFs@w > 1! (Bs : [Harrison+’22] )

• FNAL/MILC’21

• HQE@1/m2
c

• Exp (BGL)

• JLQCD prel

• HPQCD’23

Compatible. Slope?

• Deviation HPQCD-BGJvD

• FNAL/MILC close to HPQCD

• Deviation wrt experiment
(RHFLAV

2 (1) = 0.853(17))

Requires further investigation!

• JLQCD “diplomatic” 6 / 14

• FNAL/MILC ’21
• HQE@1/m2

c

• Exp data (BGL)
• JLQCD ’23
• HPQCD ’23

26
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FIG. 15: Form factor ratios R1(w) (left panel) and R2(w) (right panel) as a function of recoil

parameter w. Results at simulated parameters are plotted in symbols, which have the same meaning

as in Fig. 10. The green bands show these ratios in the continuum limit and at physical quark

masses reproduced by the continuum and chiral extrapolation of form factors (19).

On the other hand, the axial form factors, hA2 and hA3 , have larger uncertainty, i.e.

40 % and 15 %, respectively, dominated by the statistical error. Towards a more precise

determination, it would be advantageous to simulate moving B mesons so as to have matrix

elements more sensitive to these form factors.

Previous determinations of |Vcb| often employed a HQET-based parametrization by

Caprini, Lellouch and Neubert of hA1 and form factor ratios

R1(w)=
hV (w)

hA1(w)
, R2(w)=

rhA2(w) + hA3(w)

hA1(w)
, (24)

where higher order HQET corrections are expected to be partially canceled [58]. Figure 15

shows that these ratios also have mild parameter dependences and can be safely extrapolated

to the continuum limit and physical quark masses. We, however, do not employ the model-

dependent CLN parametrization in the following analysis.

• What’s the source of the discrepancy
with HQET? [MB, Harrison, Jung, ongoing]

• Why are experimental data (Belle
2018) so different from LQCD data?

Comparison with new lattice calculations

Major improvement: B(s) ! D⇤
(s) FFs@w > 1! (Bs : [Harrison+’22] )

• FNAL/MILC’21

• HQE@1/m2
c

• Exp (BGL)

• JLQCD prel

• HPQCD’23

Compatible. Slope?

• Deviation HPQCD-BGJvD

• FNAL/MILC close to HPQCD

• Deviation wrt experiment
(RHFLAV

2 (1) = 0.853(17))

Requires further investigation!

• JLQCD “diplomatic” 6 / 14
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New B → D∗`ν̄ Belle and Belle II data

d’Agostini bias [? ]. Comparing the results of both the “lat” and “lat+exp” analyses allows

for testing the SM in a comprehensive way. Indeed, similar to [? ? ? ? ? ], we sometimes

observe that theory predictions show unexpected behaviour, and also, that results based

on di↵erent experimental data in some cases lead to conclusions that are at tension. We

analyse how this a↵ects the phenomenological predictions, and where deemed necessary,

attach a corresponding systematic error.

In what follows we first summarise the SM expression for the di↵erential decay rate of

B ! D⇤`⌫̄` decays, as well as the BGL ansatz. We then discuss the two fitting strategies

and results for the BGL parameterisations in Sec. 3 and 4, respectively. In the remaining

two sections we discuss the results for phenomenology and our conclusions.

2 Anatomy of B ! D⇤`⌫̄` decays

We briefly introduce the expression for the di↵erential decay rate for the process B ! D⇤`⌫̄`
in terms of hadronic form factors. Following that we discuss the model-independent pa-

rameterisation of the form factors, which are at the core of this study.

2.1 Di↵erential decay rates and hadronic form factors

The semileptonic B ! D⇤`⌫̄` decay, with the subsequent D⇤ ! D⇡ decay, is described

by four kinematic variables. First is q2, the square of the four-momentum transfer qµ =

(pB � pD⇤)µ, where pB and pD⇤ are the four-momentum of the B and the D⇤ meson,

respectively, or equivalently the hadronic recoil

w =
M2

B + M2
D⇤ � q2

2MBMD⇤
. (2.1)

Second, there are three angles ✓`, ✓v and � that describe the geometry of the decay.1 The

expression for the di↵erential decay rate in the SM in the limit of massless leptons in terms

of these kinematic variables is

d�

dwdcos(✓`)dcos(✓v)d�
=

3G2
F

1024⇡4
|Vcb|2⌘2

EW MBr2
p

w2 � 1q2

⇥
�
(1 � cos(✓`))

2 sin2(✓v)H
2
+(w) + (1 + cos(✓`))

2 sin2(✓v)H
2
�(w)

+ 4 sin2(✓`) cos2(✓v)H
2
0 (w) � 2 sin2(✓`) sin2(✓v) cos(2�)H+(w)H�(w)

� 4 sin(✓`)(1 � cos(✓`)) sin(✓v) cos(✓v) cos(�)H+(w)H0(w)

+ 4 sin(✓`)(1 + cos(✓`)) sin(✓v) cos(✓v) cos(�)H�(w)H0(w)
 

where H0, H± are the hadronic helicity form factors defined in QCD. For massive charged

leptons, an additional form factor contributes, which we denote with HS . For the discussion

1Following [? ], ✓` is the angle between the direction of movement of the charged lepton and the

direction opposite the movement of the B meson in the W rest frame, ✓v is the angle between the direction

of movement of the D0 in the D0 � ⇡ pair resulting from the decay of the D⇤, and the direction opposite

to the B meson in the D⇤ rest frame. The angle � is the angle between the two decay planes defined by

the charge-neutral lepton pair and the D0 � ⇡ pair, respectively, in the B rest frame.

– 3 –

• Between 7 to 10 bins per
kinematic variable
• Available on HEPData with

correlations
• Angular observables

analysis are available, data
just newly released
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Figure 2.3: [B → D∗ℓν decay geometry] Geometry of B → D∗ℓν decays.

The differential decay rate is given by

dΓ(B→D∗ℓν)
dwdcosθV dcosθℓdχ

=
3G2

F

4(4π)4
|Vcb|2mBm2

D∗
√

w2 − 1(1 − 2wr + r2)×

[(1 − cosθℓ)
2sin2θV |H+(w)|2

+(1 + cosθℓ)
2sin2θV |H−(w)|2

+4sin2θℓcos2θV |H0(w)|2

−4sinθℓ(1 − cosθℓ)sinθV cosθV cosχH+(w)H0(w)

+4sinθℓ(1 + cosθℓ)sinθV cosθV cosχH−(w)H0(w)

−2sin2θℓsin
2θV cos2χH+(w)H−(w)]

where Hi(w) are called the helicity form factors. These form factors are related to

another set of form factors, hV (w), hA1(w), hA2(w) and hA3(w), as follows.

Hi = −mB
R(1 − r2)(w + 1)

2
√

1 − 2wr + r2
hA1(w)H̃i(w) (2.19)

where H̃i(w) are given by

H̃±(w) =
√

1−2wr+r2

1−r

(
1 ∓

√
w−1
w+1

R1(w)
)

H̃0(w) = 1 + w−1
1−r

(1 − R2(w))
(2.20)

14/37



Fitting Strategies

Strategy A

• Fit BGL parametrisation to lattice data

• Compute theory predictions for dΓ/dq2/|Vcb|2

• Combine with experimental data

• "Final" extraction of |Vcb| from a correlated weighted average of all
binned-results

Strategy B

• Fit BGL parametrisation to lattice + experimental data at the same time

• Determine Vcb from such global fit

If the SM reproduces experimental data well,
there should be no tensions between A and B

15/37



Strategy A
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Strategy A

Frequentist fit

Kf KF1 KF2 Kg af,0 af,1 af,2 af,3

2 2 2 2 0.01223(12) 0.0118(58) - -

3 3 3 3 0.01221(12) 0.0136(63) -0.16(24) -

4 4 4 4 0.01221(11) 0.0133(64) -0.14(23) -0.01(49)

Kf KF1 KF2 Kg aF1,0 aF1,1 aF1,2 aF1,3

2 2 2 2 0.002049(19) -0.0042(15) - -

3 3 3 3 0.002046(19) -0.0039(16) -0.019(36) -

4 4 4 4 0.002047(19) -0.0038(17) -0.016(42) -0.00(46)

Kf KF1 KF2 Kg aF2,0 aF2,1 aF2,2 aF2,3

2 2 2 2 0.04903(95) -0.187(30) - -

3 3 3 3 0.04896(90) -0.201(41) -0.04(56) -

4 4 4 4 0.04906(94) -0.199(39) -0.02(47) 0.00(51)

Kf KF1 KF2 Kg ag,0 ag,1 ag,2 ag,3

2 2 2 2 0.03133(80) -0.058(25) - -

3 3 3 3 0.03129(81) -0.062(27) -0.10(55) -

4 4 4 4 0.03134(86) -0.061(25) -0.10(50) -0.04(49)

Table 2. Results for the simultaneous correlated Bayesian BGL fit to JLQCD 23 [11], HPQCD

23 [10] and FNAL/MILC 21 [9].

Kf KF1 KF2 Kg af,0 af,1 af,2 af,3 p �2/Ndof Ndof

2 2 2 2 0.01223(11) 0.0120(60) - - 0.95 0.62 30

3 3 3 3 0.01221(12) 0.0136(70) -0.19(31) - 0.90 0.67 26

4 4 4 4 0.01221(12) 0.0136(89) -0.19(50) -0.3(7.6) 0.79 0.75 22

Kf KF1 KF2 Kg aF1,0 aF1,1 aF1,2 aF1,3 p �2/Ndof Ndof

2 2 2 2 0.002049(19) -0.0041(16) - - 0.95 0.62 30

3 3 3 3 0.002046(19) -0.0038(17) -0.021(63) - 0.90 0.67 26

4 4 4 4 0.002046(21) -0.0038(20) -0.02(11) -0.2(2.3) 0.79 0.75 22

Kf KF1 KF2 Kg aF2,0 aF2,1 aF2,2 aF2,3 p �2/Ndof Ndof

2 2 2 2 0.04903(93) -0.186(31) - - 0.95 0.62 30

3 3 3 3 0.04904(94) -0.200(43) -0.1(1.3) - 0.90 0.67 26

4 4 4 4 0.04902(94) -0.195(62) -0.4(3.0) 0.4(22.8) 0.79 0.75 22

Kf KF1 KF2 Kg ag,0 ag,1 ag,2 ag,3 p �2/Ndof Ndof

2 2 2 2 0.03138(87) -0.059(24) - - 0.95 0.62 30

3 3 3 3 0.03131(87) -0.046(36) -1.2(1.8) - 0.90 0.67 26

4 4 4 4 0.03126(87) -0.017(48) -3.7(3.3) 49.9(53.6) 0.79 0.75 22

Table 3. Results for the simultaneous correlated frequentist BGL fit to JLQCD 23 [11], HPQCD

23 [10] and FNAL/MILC 21 [9].

– 11 –

• good fit quality
• lattice data are compatible
• no unitarity

Bayesian Fit

Kf KF1 KF2 Kg af,0 af,1 af,2 af,3

2 2 2 2 0.01230(11) 0.0064(44) - -

3 3 3 3 0.01225(12) 0.0172(60) -0.52(17) -

4 4 4 4 0.01226(11) 0.0161(61) -0.47(16) -0.03(39)

Kf KF1 KF2 Kg aF1,0 aF1,1 aF1,2 aF1,3

2 2 2 2 0.002061(18) -0.00033(55) - -

3 3 3 3 0.002053(19) -0.0004(11) 0.005(21) -

4 4 4 4 0.002054(19) -0.0004(12) 0.010(33) -0.09(37)

Kf KF1 KF2 Kg aF2,0 aF2,1 aF2,2 aF2,3

2 2 2 2 0.05031(85) -0.123(17) - -

3 3 3 3 0.04998(88) -0.131(28) 0.28(43) -

4 4 4 4 0.04998(88) -0.128(26) 0.22(39) 0.00(46)

Kf KF1 KF2 Kg ag,0 ag,1 ag,2 ag,3

2 2 2 2 0.03018(76) -0.101(21) - -

3 3 3 3 0.03034(78) -0.087(24) -0.34(45) -

4 4 4 4 0.03035(77) -0.089(23) -0.27(41) -0.04(45)

Table 5. Results for the simultaneous correlated Bayesian BGL fit to JLQCD 23 [11], HPQCD

23 [10], FNAL/MILC 21 [9] and Belle II 23 [3].

the lattice data is at the same time least constraining due to large statistical errors or

essentially due to the absence of lattice data points. A similar behaviour was also observed

in [34]. It might at first be surprising that the form factor F2 is modified by the addition of

experimental data. This form factor is proportional to HS (cf. Eq. (2.3)), which only enters

the expression for the di↵erential decay rate for massive leptons. However, the kinematical

constraint in Eq. (2.4) relates it to F1, which is controlled by the experimental data in the

limit of massless leptons. The variation in BGL coe�cients is smaller when varying the

experimental input while keeping the lattice input fixed, as summarised in Tab. 7. There,

the coe�cients aF1,1 and ag,0 exhibit the largest tension. Due to its smaller errors for the

normalised di↵erential decay rate, it is the Belle-II 23 data that dominates in the fit to the

HFLAV 24 data set, as can be seen in Tab. 7. The results for the CKM matrix element

|Vcb| that can be determined from the simultaneous fit to lattice and experimental data

following Eq. (3.9) will be discussed in Sec. 5.1.

4.3 Comparison of fit results

Fig. 3 shows the HFLAV 24 di↵erential decay rates together with the BGL fits to JLQCD

23 (top two rows) and FNAL/MILC 21 and HPQCD 23 (bottom two rows). While the

lattice-only fit from Sec. 4.1 (red line and band) based on JLQCD 23 nicely agrees with the

shapes of the di↵erential decay rate, which is a highly non-trivial outcome, the result of

the combined fit to FNAL/MILC 21 and HPQCD 23 appears to miss many experimental

– 13 –

• unitarity regulates higher orders
• truncation dependent

[MB, A. Jüttner, ’24]
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Comparison with DM
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Strategy B
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• Good fit quality for Strategy
B (p-value ∼ 18%)

• Adding experimental data
reduces the uncertainties,
especially at large w

• Especially for F1 and F2, the
shape changes between
Strategy A and B

[MB, A. Jüttner, ’24]
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Strategy B
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• Fit to HPQCD and FNAL/MILC
misses experimental points

• BGL fit to experimental and lattice
data has p−value ∼ 18%

• BGL coefficients shift of a few σ
between Strategy A and B

FNAL/MILC + HPQCD +HFLAV

JLQCD +HFLAV

[MB, A. Jüttner, ’24]
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Posterior distribution
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• Small shifts between lattice only and lattice + data

• Higher order coefficients well constrained by unitarity

• aF2,2 has a strange behaviour, maybe kinematic constraints?
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Differential observables
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combination af,0 af,1 af,2 af,3 p �2/Ndof Ndof

Belle 23 0.01223(11) 0.0153(60) -0.30(19) -0.02(44) 0.25 1.12 58

BelleII 23 0.01226(11) 0.0161(61) -0.47(16) -0.03(39) 0.18 1.17 56

HFLAV 23 0.01224(11) 0.0157(56) -0.50(16) -0.05(39) 0.13 1.21 58

combination aF1,0 aF1,1 aF1,2 aF1,3 p �2/Ndof Ndof

Belle 23 0.002050(19) -0.0023(13) 0.018(34) 0.11(41) 0.25 1.12 58

BelleII 23 0.002054(19) -0.0004(12) 0.010(33) -0.09(37) 0.18 1.17 56

HFLAV 23 0.002052(19) -0.0008(11) 0.011(31) 0.00(37) 0.13 1.21 58

combination aF2,0 aF2,1 aF2,2 aF2,3 p �2/Ndof Ndof

Belle 23 0.04958(89) -0.148(26) 0.38(36) 0.03(45) 0.25 1.12 58

BelleII 23 0.04998(88) -0.128(26) 0.22(39) 0.00(46) 0.18 1.17 56

HFLAV 23 0.04996(85) -0.132(25) 0.26(38) 0.02(46) 0.13 1.21 58

combination ag,0 ag,1 ag,2 ag,3 p �2/Ndof Ndof

Belle 23 0.03135(76) -0.064(23) -0.13(44) -0.01(46) 0.25 1.12 58

BelleII 23 0.03035(77) -0.089(23) -0.27(41) -0.04(45) 0.18 1.17 56

HFLAV 23 0.03072(72) -0.082(22) -0.26(42) -0.01(46) 0.13 1.21 58

Table 7. Results for the Bayesian (Kf , KF1
, KF2

, g) = (4, 4, 4, 4) BGL fits to Belle 23, Belle

II 23 or HFLAV 24, in each case jointly with the lattice data sets FNAL/MILC 21, HPQCD 23

and JLQCD 23. The quality of the corresponding frequentist fit is given in the right-most three

columns.

lattice and experimental data, where the observed shifts are also visible, comparing to the

lattice-only “lat” fit in the top panel. We also note that the inclusion of experimental data

in the case of FNAL/MILC 21 appears to pull the result for aF2,2 towards the upper limit

of what is allowed by the unitarity constraint. This is not happening for HPQCD 23 and

JLQCD 23, respectively. As stated above, FNAL/MILC 21 did not impose the kinematic

constraint in Eq. (2.4) that relates F1 and F2 in their form-factor parameterisation, and

this might provide the key to the observed behaviour.

We can now have a first look at two angular observables for the decay B ! D⇤(!
D⇡)`⌫̄`. Introducing the normalisation

Nm`
= Im`

✓
1 +

m2
`

2q2

◆�
H2

0 + H2
� + H2

+

�
+

3

2

m2
`

q2
H2

S

�
, (4.1)

the forward-backward asymmetry is

A`
FB =

R 1
0 �

R 0
�1 d cos ✓`d�/d cos ✓`R 1

0 +
R 0
�1 d cos ✓`d�/d cos ✓`

=
3

4
Im`


H2

� � H2
+ � 2m2

`

q2
H0HS

�
/Nm`

, (4.2)

and the longitudinal D⇤ polarisation fraction [58]

F `
L = Im`


H2

0

✓
1 +

m2
`

2q2

◆
+

3m2
`

2q2
H2

S

�
/Nm`

, (4.3)
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• The combined lattice + experimental precision makes it possible to study the
differences in the shape

• It is clear that there is a distinct difference between JLQCD and
FNAL/MILC+HPQCD

• Difficult to understand what is going on, JLQCD errors are also a bit larger
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Figure 4. Asymmetries A`
FB and F `

L in the limit of massless charged leptons and based on

(Kf , KF1
, KF2

, g) = (4, 4, 4, 4) BGL fits to lat, lat+exp and exp, based on Belle II 23 for experiment

and JLQCD 23 (top row), and HPQCD 23 and FNAL/MILC 21 (bottom row) for lattice.

where

Im`
[f ] =

1

MBMD⇤

Z q2
max

m2
`

p
w2 � 1 q2(1 � m2

`/q2)2f(q2)dq2 . (4.4)

The plots in Fig. 4 show these ratios before phase-space integration in the numerator and

denominator, respectively, in the case of massless charged leptons in the final state. These

plots are instructive, since they provide another illustration of the di↵erence in shape of

the lattice form factors. The plots show again the fit based on only JLQCD 23 (top row)

on the one side, and FNAL/MILC 21 and HPQCD 23 (bottom row) on the other side.

In the former case the shapes are largely compatible between the “lat”, “lat+exp” and

experiment-only fits. As already observed in [34], a clear and significant di↵erence in the

shapes can be observed in the latter case. We will return to this tension below when

discussing the integrated versions, i.e., A`
FB and F `

L, respectively, which allows for a more

quantitative statement of this observation.

To summarise, for the data sets at hand a number of tensions appear between lattice

and experimental data sets in the analysis following the two strategies “lat” and “lat+exp”.

Some of these tensions have been observed before in [33, 34] based on the “lat” analysis

within the dispersive-matrix method. Here we provide a complementary view in terms of

the results of the “lat+exp” analysis of all three lattice data sets and the Belle 23 and

Belle II 23 experimental data sets. The Bayesian-inference framework based on the BGL

expansion used here, allows to relate the observations to tensions in the BGL coe�cients.

– 17 –
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Integrated observables
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Figure 8. Comparison of results based on BGL fits to lattice data (squares), simultaneous BGL fit

to experiment (see legend) and lattice data (triangles), fits to only experimental data (circles) by

Belle [1, 2, 67, 68], Belle II [3, 4, 66], LHCb [69] and the HFLAV-Moriond 24-average [65, 72–81],

where available or visible within the shown range along the horizontal axis, and other work we

comment on in the text (also circles). All shown BGL fits are for (Kf , KF1
, KF2

, Kg)=(4,4,4,4).

The vertical blue band indicates our central results presented in Eq. (5.6), the vertical dashed line is

the corresponding statistical error, and the dash-dotted grey lines indicate the range for the results

that we would obtain using PDG error inflation (see text after Eq. (5.6)).

lat R⌧/µ(D⇤) Ropt(D⇤) Re/µ(D⇤) Ae
FB F e

L F ⌧
L P ⌧

JLQCD 23 0.2482(81) 1.0919(77) 1.00464(23) 0.221(22) 0.515(31) 0.447(17) -0.508(11)

HPQCD 23 0.270(13) 1.068(12) 1.00409(32) 0.264(31) 0.432(45) 0.398(24) -0.545(19)

FNAL/MILC 21 0.2748(89) 1.0805(47) 1.00395(21) 0.258(14) 0.456(20) 0.4202(93) -0.5277(74)

JLQCD 23 HPQCD 23 0.2558(60) 1.0854(59) 1.00444(17) 0.238(17) 0.488(23) 0.431(12) -0.5183(87)

FNAL/MILC 21 HPQCD 23 0.2734(70) 1.0794(42) 1.00399(17) 0.256(12) 0.457(17) 0.4191(83) -0.5290(66)

JLQCD 23 FNAL/MILC 21 0.2596(58) 1.0841(39) 1.00433(15) 0.252(12) 0.475(16) 0.4255(84) -0.5204(60)

JLQCD 23 HPQCD 23 FNAL/MILC 21 0.2616(52) 1.0832(36) 1.00428(14) 0.252(10) 0.473(15) 0.4241(73) -0.5221(56)

lat+exp R⌧/µ(D⇤) Ropt(D⇤) Re/µ(D⇤) Ae
FB F e

L F ⌧
L P ⌧

JLQCD 23 0.2548(17) 1.0918(36) 1.004497(52) 0.2187(64) 0.5215(42) 0.4505(35) -0.5096(49)

HPQCD 23 0.2556(20) 1.0927(55) 1.004483(67) 0.2197(64) 0.5213(42) 0.4499(53) -0.5085(76)

FNAL/MILC 21 0.2560(16) 1.0937(25) 1.004470(45) 0.2227(55) 0.5203(40) 0.4497(33) -0.5070(34)

JLQCD 23 HPQCD 23 0.2549(16) 1.0922(30) 1.004495(48) 0.2197(59) 0.5203(40) 0.4493(34) -0.5090(41)

FNAL/MILC 21 HPQCD 23 0.2558(16) 1.0928(23) 1.004479(44) 0.2232(54) 0.5193(39) 0.4484(32) -0.5082(32)

JLQCD 23 FNAL/MILC 21 0.2548(15) 1.0921(22) 1.004502(43) 0.2241(53) 0.5188(39) 0.4476(29) -0.5091(30)

JLQCD 23 HPQCD 23 FNAL/MILC 21 0.2548(15) 1.0919(20) 1.004503(42) 0.2243(50) 0.5179(38) 0.4470(29) -0.5094(28)

Table 8. Summary of results. The top panel of the table is based on BGL fits to only lattice data,

while the bottom panel is based on combined BGL fits to lattice and experimental data (HFLAV

24). A summary of these results is also provided in Fig. 8.

– 23 –

• Significant scatter between various combinations of lattice results

• We apply a systematic error to account for the spread

• Consistent scatter of the experimental results independently of the lattice
information

[MB, A. Jüttner, ’24]

⇒ see also: Fedele et al, ’23
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for each bin (see Tab. 9 for experimental input), where we define �0 = �/|Vcb|2. A final

result can then in principle be obtained as the result of a constant correlated fit over all

results for |Vcb|↵,i. In practice however, we often find that such fits have acceptable p values

only after dropping bins, or, the fit result does not appear to represent the data well, an

artefact that could be due to d’Agostini bias [? ]. Similar problems were also encountered

in other studies [? ? ? ? ]. In order to mitigate these problems we propose to determine

|Vcb| in two alternative ways, namely, by first computing correlated constant fits to all

possible (in terms of fit quality, such that 0.05  p  0.95)

a) subsets {i} of at least two bins in a given channel ↵,

b) subsets {↵, i} of at least two bins chosen from any channel ↵,

and then combining them weighted by the Akaike-information criterion (AIC) [? ? ] (see

[? ? ? ? ? ] for other recent uses or discussions of the AIC). Contrary to the analysis

in [? ], no PDG inflation [? ] of the error at intermediate steps of the analysis is required

and only good fits enter the final result. The AIC weight factor for a given set {↵, i} is
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respectively. The first term under the square-root corresponds to a systematic error from

the variation of results under the AIC averaging, while the remaining terms correspond to

the standard expression for the variance.

3.2 Fit strategy two: “lat+exp”

Contrary to the strategy of the previous section, the simultaneous fit imposes the SM shape

on the experimental data as well as unitarity bounds. The “lat+exp” strategy discussed in

this section is, however, still interesting, since it provides complementary information for

the search for NP. For su�ciently high precision of the lattice and experimental data, the
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two data points and then weighted average
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[MB, A. Jüttner, ’24]
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• Analysis based on Strategy A

• The AIC nicely reduces the
d’Agostini bias

• Some lattice data behave strangely

• Would it be safer to discard the
angular distributions?

• Combining the three lattice datasets
doesn’t help, shape driven by
FNAL/MILC and HPQCD

• Good compatibility with Strategy B
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Results from the DM method
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⇒ similar behaviour as we observe

[G. Martinelli, S. Simula, L. Vittorio, ’23]
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|Vcb| - Summary
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Figure 7. |Vcb| results obtained from the analyses in this paper and comparison with the literature

(top). The results from the AIC analysis based on the w di↵erential decay rate are shown in stronger

colours. The blue band corresponds to our nominal result as in Eq. (5.1), where we employ the

results from the w distribution for the combined fit to all LQCD data sets and the HFLAV 24

experimental average. The dashed vertical lines are shown only to guide the eye.

And hence, as far as |Vcb| is concerned, the SM assumptions entering the BGL fit are

compatible with the shape of the di↵erential decay rates.

5.1.3 Discussion

The central result for |Vcb| in this paper, Eq. (5.1), is shown as vertical blue band in Fig. 7.

At the top of this scatter plot we also show results from other analyses of both exclusive

and inlcusive decays. The dispersive-matrix analyses in [30–34] are close in spirit to ours, in

that both apply the unitarity constraint within the dispersive-matrix approach. The work

in [33], which on top of Belle 23 and Belle II 23 also includes the earlier Belle data set [43],

and is the most recent in a series of papers [30–32], leads to a result that is fully compatible

with ours. Their analysis within the “lat” approach includes results from all three lattice

collaborations, and for di↵erential decay rates for all channels w, cos ✓`, cos ✓v and �. In

– 21 –

• Residual 2σ difference with inclusive

• The AIC produces slightly larger uncertainties, overall all results are quite
consistent

[MB, A. Jüttner, ’24]
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• If for V and A1 everything aligns well, for A12 and A0 there is an evident shift in
slopes
• In the combination difference is milder

[MB, J. Harrison, M. Jung, in preparation]

∼ 15%

∼ 99%

∼ 99%

p-values
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Combining with other LQCD results
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• All LQCD B → D∗ results can be described in a global fit to the HQE
• RD is in tension with B → D LQCD w/o LCSRs

∼ 70%

∼ 99%

∼ 98%

p-values

[MB, J. Harrison, M. Jung, in preparation]
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Fitting HPQCD lattice data at multiple mh with HQE

Lattice data includes mh = 1.5mc, mh = 0.9mb

• need to add 1/m2
h terms to continuum HQE parameterisation.

• Also add generic αs and α2
s contributions

Fi =

(
ai + bi

αs
π

+ ki
α2
s

π2

)
ξ+

ΛQCD

2mh

∑
j

cijξ
j
SL +

ΛQCD

2mc

∑
j

dijξ
j
SL

+

(
ΛQCD

2mc

)2∑
j

gijξ
j
SSL +

(
ΛQCD

2mh

)2∑
j

hijξ
j
SSL

+
∑

n,m=1,2
q=h,c

(
ΛQCD

2mq

)n(αs
π

)m
ζn,m,qi

with ζ = ζ(1) + ζ′(1)(w − 1)

• Use the same uniform prior widths for ξ, ξjSL and ξjSSL, use gaussian priors of
0± 10 for ζn,m,q(′)i (1), hij , ki
• discretisation and chiral effects added analogously to 2304.03137
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What changes in terms of parameters?

Isgur-Wise function: ξ
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• Discrepancies arise in ξ at higher order in (w − 1), reflects difference seen in
slope
• Similar situation comparing to combined fit posteriors
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What changes in terms of parameters?
Sub-leading Isgur-Wise functions: χ2, χ3
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What changes in terms of parameters?
Sub-leading Isgur-Wise functions: η
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• From QCDSR, η(1) should be positive and different from zero
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What changes in terms of parameters?
Sub-sub-leading Isgur-Wise functions: li(1)
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Combining B → D and B → D∗

• HQET allows to determine B → D and B → D∗ form factors with a unique
parametrisation

• Can B → D lattice data help?
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• The inclusion of B → D data helps changing slightly the slope

• Motivated a correlated B → D and B → D∗ lattice analysis
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What else?
Measurements of angular observables: 2

d�(B̄ ! D⇤`⌫̄`)
dw dcos ✓` dcos ✓V d�

=
2G2

F⌘
2
EW|Vcb|2m4

BmD⇤

2⇡4
⇥
✓

J1s sin2 ✓V + J1c cos2 ✓V

+ (J2s sin2 ✓V + J2c cos2 ✓V) cos 2✓` + J3 sin2 ✓V sin2 ✓` cos 2�

+ J4 sin 2✓V sin 2✓` cos� + J5 sin 2✓V sin ✓` cos� + (J6s sin2 ✓V + J6c cos2 ✓V) cos ✓`

+ J7 sin 2✓V sin ✓` sin� + J8 sin 2✓V sin 2✓` sin� + J9 sin2 ✓V sin2 ✓` sin 2�

◆
. (2)

The expression depends on Fermi’s coupling constant GF,
the electroweak correction ⌘EW [4], the CKM matrix el-
ement Vcb, and the masses of B (mB) and D⇤ (mD⇤)
mesons.

We determine the angular coe�cients in bins of w, J̄i =R
�w

Ji(w)dw, from experimental data with the definition
from Ref. [5]:

J̄i =
1

Ni

8X

j=1

4X

k,l=1

⌘�i,j⌘
✓`
i,k⌘

✓V

i,l Rjkl . (3)

The normalization factor Ni stems from trigonometric in-
tegrals. The angles ✓`, ✓V , and � are divided into bins of
size ⇡/4. The weight factors ⌘↵i,n with ↵ 2 {�, ✓`, ✓V } are
given in Ref. [5] and the product of these factors define
a specific phase-space bin where signal is extracted. The
factor Rjkl represents the partial rate in the correspond-
ing phase-space bin jkl. We combine phase-space bins
with identical products of the weights ⌘↵i,n during signal
extraction, resulting in yields of total 36 merged bins to
obtain 12 Ji coe�cients using Eq. (3) in each bin of w. In
the limit of massless charged leptons, the angular coe�-
cient J6c vanishes. Furthermore, the angular coe�cients
J7, J8, and J9 are zero within the SM of particle physics,
only contributing to scenarios involving new physics.

We reconstruct two B meson candidates, a tag B and a
signal B. Signal B meson candidates are reconstructed as
follows: We consider both charged and neutral B mesons
with the decay chains B0 ! D⇤+`⌫`, D⇤+ ! D0⇡+,
D⇤+ ! D+⇡0, and B� ! D⇤0`⌫` with D⇤0 ! D0⇡0 [6].

To select charged tracks, we apply the following crite-
ria: dr < 2 cm and |dz| < 4 cm, where dr is the impact
parameter perpendicular to the beam-axis and with re-
spect to the interaction point and dz is the z coordinate
along the beam-axis of the impact parameter. Tracks
are also required to have transverse momenta pT >
0.1 GeV/c. In addition, we utilize particle identification
subsystems to identify electrons, muons, charged pions,
kaons, and protons. Electron (muon) tracks are required
to have momenta in the lab frame pLab > 0.3 GeV/c
(pLab > 0.6 GeV/c). The momenta of particles identified
as electrons are corrected for bremsstrahlung by includ-
ing photons within a 2� cone defined around the electron
momentum at the point of closest approach to the inter-
action point (IP).

Photon selection criteria are based on their energies:

E� > 100 MeV for the forward endcap (12� < ✓ < 31�),
150 MeV for the backward endcap (132� < ✓ < 157�),
and 50MeV for the barrel region (32� < ✓ < 129�) of the
calorimeter. ⇡0 candidates are formed from pairs of pho-
tons with invariant mass within the range of 104MeV/c2

to 165 MeV/c2. The di↵erence between the reconstructed
⇡0 mass and the nominal mass (m⇡0 = 135 MeV/c2 [7])
must be smaller than three times the estimated mass res-
olution.

K0
S mesons are reconstructed from oppositely charged

track pairs within a reconstructed invariant mass window
of 398 MeV/c2 to 598 MeV/c2 and selected with a mul-
tivate method. For details on the multivariate method
used, see Ref. [8]. The reconstructed K0

S mass has to dif-
fer from the nominal value (mK0

S
= 498 MeV/c2 [7]) by

less than 3� of the estimated mass resolution.

We reconstruct the following decays of the D mesons:
D+ ! K�⇡+⇡+, D+ ! K�⇡+⇡+⇡0, D+ !
K�⇡+⇡+⇡+⇡�, D+ ! K0

S⇡
+, D+ ! K0

S⇡
+⇡0, D+ !

K0
S⇡

+⇡+⇡�, D+ ! K0
SK+, D+ ! K+K�⇡+, D0 !

K�⇡+, D0 ! K�⇡+⇡0, D0 ! K�⇡+⇡+⇡�, D0 !
K�⇡+⇡+⇡�⇡0, D0 ! K0

S⇡
0, D0 ! K0

S⇡
+⇡�, D0 !

K0
S⇡

+⇡�⇡0, and D0 ! K�K+. We apply a decay-
channel-optimized mass window selection to the D meson
candidates. The ⇡0 daughters from D meson candidates
are required to have center-of-mass momenta pCMS

⇡0 >
0.2 GeV/c, except for the decay D0 ! K�⇡+⇡+⇡�⇡0

where this criterion is not applied. To reduce combina-
torial background, the reconstructed D mesons within
an event are ranked based on the absolute di↵erence
between the reconstructed mass and the nominal mass
(mD+ = 1.870 GeV/c2, mD0 = 1.865 GeV/c2 [7]), and
up to ten candidates with the smallest mass di↵erence
are selected.

D⇤ mesons are reconstructed in three decay channels:
D⇤0 ! D0⇡0

slow, D⇤+ ! D+⇡0
slow, and D⇤+ ! D0⇡+

slow.
Charged slow pions must have a center-of-mass momen-
tum below 0.4 GeV/c, and the mass di↵erence between
the reconstructed masses MX of the D⇤ and D candidates
�M = MD⇤ � MD has to be smaller than 0.155 GeV/c2

(0.160 GeV/c2) for D⇤+ (D⇤0) mesons.

Signal-B meson candidates are reconstructed by com-
bining selected D⇤ candidates and a lepton candidate.
The loose selection 1GeV/c2 < MD⇤` < 6 GeV/c2 is ap-
plied to reduce combinatorial background.

We perform global-decay-chain vertex fitting using

• Angular observables are a
complete base

• It is not redundant 6

FIG. 4. The results of the |Vcb| determination described in
the text with other previous determinations. The top section
shows the results of the analysis presented in this manuscript.
The middle section shows the results in Ref. [3], where we have
updated the fit with beyond zero-recoil lattice data. The bot-
tom section shows the HVLAV [29] world average of |Vcb|, the
|Vcb| determinations from inclusive decays [27, 28], and |Vcb|
determination from CKM unitarity. The BGL and CLN labels
indicate the form factor paramterization used to determine
|Vcb|. The lattice QCD inputs are MILC [19], HPQCD [20],
JLQCD [21]. Numbers in parentheses show goodness-of-fit
p-values for the corresponding fits.
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Conclusions

• B → D∗ form factor are a crucial inputs to extract Vcb and ultimately in the
search for new physics

• New Lattice results are a step forward

• Nevertheless, we notice a difference that have large impact on phenomenology

• Belle and Belle II have precise results for angular distributions and angular
observables

• Belle II has the same precision of the untagged 2018 Belle analysis due to the
inclusive tagging

• Angular distribution data still to be analysed

• Are all these experimental datasets consistent?
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Appendix



Unitarity Bounds

• If q2 � m2
b we can calculate Π(q2) via perturbative techniques⇒ χ(0)

• Dispersion relations link Im
(
Π(q2)

)
to sum over matrix elements

jµ jν

q̄′

q

= i
∫
d4x eiqx〈0|T

{
jµ(x), j†ν(0)

}
|0〉 = (gµν − qµqν)Π(q2)

∑
i

|Fi(0)|2 < χ(0)

[Boyd, Grinstein,Lebed, ’95

Caprini, Lellouch, Neubert, ’97]

• The sum runs over all possible states hadronic decays mediated by a current
c̄Γµb

• The unitarity bounds are more effective the most states are included in the sum

• The unitarity bounds introduce correlations between FFs of different decays

• Bs → D
(∗)
s decays are expected to be of the same order of Bu,d → D

(∗)
u,d decays

due to SU(3)F simmetry
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