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DARK MATTER

• Overwhelming evidence for Dark Matter (DM)


• Only through Gravitational Interactions


• Direct/Indirect/Collider efforts set stringent limits


• Nightmare Scenario: Only Gravitational Interactions



PROBING THE NIGHTMARE SCENARIO

• Extremely difficult


• Could learn about underlying particle physics purely from gravity?


• Look for gravitationally collapsed structure, substructure etc



HIERARCHICAL STRUCTURE FORMATION

• Over-densities predicted by primordial power spectrum P(k)


• Collapse when reaching criticality


• Comoving wavenumber k determines mass of collapsed structure


• Smaller structure collapse first, act as seeds for larger structure


• Smallest structures (clumps/substructure/minihalos) can make up 
intra-galactic structure 



WHAT DO WE KNOW TODAY? 

WHAT CAN BE GLEANED IN THE FUTURE?



LOW MASS HALOS: DIFFICULT6 Li et al.

Figure 2. The relations between stellar masses and DM halo masses for the seven halo models. Solid lines show the expected
stellar-halo mass relation (Moster et al. 2013), which is roughly recovered when the ⇤CDM priors are imposed. Dark and light
shadow regions correspond to 1� and 2� standard deviations, respectively.

Figure 3. Concentrations of the SPARC galaxies against halo masses for the seven halo models. Solid lines are the expected
relations from N -body simulations (Macciò et al. 2008), which are model dependent and not available for the pISO and Burkert
profiles. Dark and light shadow regions represent 1� and 2� standard deviations, respectively. The concentrations for the DC14
profile have been converted to that for NFW in order to compare with the imposed relation.
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ΛCDM+SCALE INVARIANT POWER

Observed



ΛCDM+SCALE INVARIANT POWER

Observed



ΛCDM+EXCESS POWER

Observed

?



HALO MASS FUNCTION

?



LARGE SUBSTRUCTURE AT SMALL SCALES?

• Enhanced Primordial Power Spectrum


• Long Range Self-Interactions - Earlier collapse


• Early Matter Domination


• Strong short-range interactions (SIDM) + Gravothermal 
Collapse


• Dissipative Dark Matter


• Dark Nucleosynthesis



HOW TO LOOK FOR?

• Usual Answer: Lensing. 


• Lensing only sensitive to extremely dense halos


• PBHs/MACHOS/Stars


• More diffuse objects?



PULSAR TIMING ARRAYS



PULSAR TIMING

• Phase:


•      ~  kHz


•              ~ 10-23 to 10-20 Hz 


•                   <  10-31 Hz2, not included in fits


• After fitting away the period and derivative, residuals are 
remarkably small* (and stable).
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timing e↵ects in measurements of pulsar periods. Pul-
sars with millisecond periods, observed over time scales
of decades, are known to be remarkably stable clocks.
While their periods fluctuate over short times, these fluc-
tuations do not substantially accumulate. In practice one
can define a pulse phase of the signal,

�(t) = �0 + ⌫ t+
1

2
⌫̇ t2 +

1

6
⌫̈ t3 + ... (1)

where ⌫ is the frequency and ⌫̇, ⌫̈ are its first and second
derivatives. The most stable pulsars have frequencies of
O(kHz) and a spin-down rate of the pulsar, ⌫̇/⌫, ranging
from roughly 10�23

� 10�20 Hz, both of which can be
fit from the data. Empirically, it is found that ⌫̈/⌫ can
be below 10�31 Hz2 [40] and is typically not included in
fits to the data, allowing one to place upper bounds on
processes that would produce a non-negligible ⌫̈. Fur-
thermore, any process which induces a modification of
the phase,

�� ⌘

Z
dt �⌫(t) (2)

can be constrained using pulsar timing measurements.
The quality of pulsar timing data is determined by

three parameters. The first parameter is the root-mean-
square (RMS) timing residual, tRMS. This is determined
after finding the frequency, ⌫fit, and its derivative, ⌫̇fit,
which minimizes the residual between the timing data,
tdatan , and the timing model, tn, where tn is found via the
relation 2⇡n = �(tn) from Eq. (1). This gives

tRMS ⌘

s
1

N

X

n

(tdatan � tfitn )2, (3)

where N is the number of data points, and tfitn is tn with
⌫ = ⌫fit, ⌫̇ = ⌫̇fit and all higher order terms dropped. The
minimized residual is typically tRMS ⇠ µsec. The other
two parameters are the observation time of the pulsar,
T ⇠ 10 years, and the time between measurements, �t ⇠
2 weeks (also known as the cadence). Clearly the pulsars
with the most power to constrain substructure are those
with smaller RMS noise, longer observation times, and
shorter cadence.

Pulsar timing data can probe DM compact objects
since a transit near the timing system will give rise to
a change in the observed frequency of the pulsar. We
consider changes in the observed frequency of the pulsar
due to two e↵ects. First, there can be a gravitational
time delay due to a changing gravitational potential af-
fecting the photon geodesic as it moves along the line of
sight – this is known as a Shapiro time delay, and was
proposed as a probe of dark matter in [41]. Second, the
presence of compact objects can lead to an acceleration
of the Earth or pulsar, also changing the observed pulsar
period – this is the Doppler e↵ect, and was proposed as a
signal of dark matter in [42]. These accelerations are op-
timal for studying smaller masses and are typically more

sensitive than Shapiro delays, though in some parameter
space, as we will explore in detail, Shapiro delays can be
more sensitive due to the long baseline.

The signal from a transiting compact object will look
di↵erent depending on the relevant timescale, ⌧ , associ-
ated with the motion of the compact objects (here we use
this variable schematically but give it an explicit, mass-
dependent meaning in later sections). If we denote the
observation time of a pulsar as T , then dynamic signals
correspond to ⌧ ⌧ T , and will appear as blips in the pul-
sar timing data (analogous to glitches which have been
observed in millisecond pulsar data [43, 44]). Static sig-
nals, with ⌧ � T , will not be observable as blips but
instead as a non-negligible contribution to the second
derivative of the frequency, ⌫̈.

The idea of using pulsar timing to probe dark matter
substructure has a long history. The static contribution
of the Shapiro time delay was suggested as a probe of
PBHs in [45, 46], while searches for dynamic signals were
considered for single events in [41, 42, 47], and multiple
events in [48]. None of these analyses, however, consid-
ered how the signals were related to each other in the
relevant regime of validity. Our results extend, and dif-
fer from, previous results as follows. First, we carry out
the first analysis to correctly consider all forms of tim-
ing signatures, in the dynamic and static limit, and for
both Doppler and Shapiro e↵ects. We comment on the
interplay between these four signals and their comple-
mentary sensitivity in di↵erent mass ranges. The com-
parative analysis has important implications for signals;
for example, in contrast to previous work, we find that
the Doppler signal dominates in the static limit, sub-
stantially modifying the derived constraint. Second, we
perform the first study of the single event ‘blip’ signal
shapes and compute these shapes in three dimensions;
this extends and improves on the previous limits derived
in [42, 47, 49]. Third, we perform projections for cur-
rent and future pulsar timing experiments in all of the
signal regimes, correctly incorporating the impact of the
measurement cadence on the constraint for the first time.
Lastly, we study the impact of the size of compact ob-
jects, parameterized in terms of the profile, on the con-
straints derived. Note that we do not consider a multi-
event (or statistical) signal, as studied in [48]. While
we expect that such an analysis will extend the reach at
the low mass end (below O(10�9 M�) for Doppler signals
and below O(10�4 M�) for Shapiro signals), due to the
more complicated nature of the signal, we reserve study
for future work [50].

The outline of this paper is as follows. In Sec. II we
describe static and dynamic signatures of transiting com-
pact objects, for both Doppler and Shapiro e↵ects, being
careful to delineate the dividing line between the regimes.
Next, in Sec. III, we detail the size of the signals expected
in the dynamic and static regimes for both Doppler and
Shapiro signals. Then we present the analytic and nu-
merical results in Sec. IV, projecting constraints on the
fraction of DM in PBHs (or PBH-like subhalos) which
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square (RMS) timing residual, tRMS. This is determined
after finding the frequency, ⌫fit, and its derivative, ⌫̇fit,
which minimizes the residual between the timing data,
tdatan , and the timing model, tn, where tn is found via the
relation 2⇡n = �(tn) from Eq. (1). This gives

tRMS ⌘

s
1

N

X

n

(tdatan � tfitn )2, (3)

where N is the number of data points, and tfitn is tn with
⌫ = ⌫fit, ⌫̇ = ⌫̇fit and all higher order terms dropped. The
minimized residual is typically tRMS ⇠ µsec. The other
two parameters are the observation time of the pulsar,
T ⇠ 10 years, and the time between measurements, �t ⇠
2 weeks (also known as the cadence). Clearly the pulsars
with the most power to constrain substructure are those
with smaller RMS noise, longer observation times, and
shorter cadence.

Pulsar timing data can probe DM compact objects
since a transit near the timing system will give rise to
a change in the observed frequency of the pulsar. We
consider changes in the observed frequency of the pulsar
due to two e↵ects. First, there can be a gravitational
time delay due to a changing gravitational potential af-
fecting the photon geodesic as it moves along the line of
sight – this is known as a Shapiro time delay, and was
proposed as a probe of dark matter in [41]. Second, the
presence of compact objects can lead to an acceleration
of the Earth or pulsar, also changing the observed pulsar
period – this is the Doppler e↵ect, and was proposed as a
signal of dark matter in [42]. These accelerations are op-
timal for studying smaller masses and are typically more

sensitive than Shapiro delays, though in some parameter
space, as we will explore in detail, Shapiro delays can be
more sensitive due to the long baseline.

The signal from a transiting compact object will look
di↵erent depending on the relevant timescale, ⌧ , associ-
ated with the motion of the compact objects (here we use
this variable schematically but give it an explicit, mass-
dependent meaning in later sections). If we denote the
observation time of a pulsar as T , then dynamic signals
correspond to ⌧ ⌧ T , and will appear as blips in the pul-
sar timing data (analogous to glitches which have been
observed in millisecond pulsar data [43, 44]). Static sig-
nals, with ⌧ � T , will not be observable as blips but
instead as a non-negligible contribution to the second
derivative of the frequency, ⌫̈.

The idea of using pulsar timing to probe dark matter
substructure has a long history. The static contribution
of the Shapiro time delay was suggested as a probe of
PBHs in [45, 46], while searches for dynamic signals were
considered for single events in [41, 42, 47], and multiple
events in [48]. None of these analyses, however, consid-
ered how the signals were related to each other in the
relevant regime of validity. Our results extend, and dif-
fer from, previous results as follows. First, we carry out
the first analysis to correctly consider all forms of tim-
ing signatures, in the dynamic and static limit, and for
both Doppler and Shapiro e↵ects. We comment on the
interplay between these four signals and their comple-
mentary sensitivity in di↵erent mass ranges. The com-
parative analysis has important implications for signals;
for example, in contrast to previous work, we find that
the Doppler signal dominates in the static limit, sub-
stantially modifying the derived constraint. Second, we
perform the first study of the single event ‘blip’ signal
shapes and compute these shapes in three dimensions;
this extends and improves on the previous limits derived
in [42, 47, 49]. Third, we perform projections for cur-
rent and future pulsar timing experiments in all of the
signal regimes, correctly incorporating the impact of the
measurement cadence on the constraint for the first time.
Lastly, we study the impact of the size of compact ob-
jects, parameterized in terms of the profile, on the con-
straints derived. Note that we do not consider a multi-
event (or statistical) signal, as studied in [48]. While
we expect that such an analysis will extend the reach at
the low mass end (below O(10�9 M�) for Doppler signals
and below O(10�4 M�) for Shapiro signals), due to the
more complicated nature of the signal, we reserve study
for future work [50].

The outline of this paper is as follows. In Sec. II we
describe static and dynamic signatures of transiting com-
pact objects, for both Doppler and Shapiro e↵ects, being
careful to delineate the dividing line between the regimes.
Next, in Sec. III, we detail the size of the signals expected
in the dynamic and static regimes for both Doppler and
Shapiro signals. Then we present the analytic and nu-
merical results in Sec. IV, projecting constraints on the
fraction of DM in PBHs (or PBH-like subhalos) which

~ 50 ns
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FIG. 1. Schematic pictures of detecting small-scale dark
matter (DM) clumps using a pulsar timing array (PTA). The
impulsive acceleration of a DM clump is determined by its
mass M , the DM clump velocity V relative to the target,
the impact parameter b, and the angle θ between the line
connecting a pulsar and the Earth and the line connecting the
Earth or pulsar and the DM clump at the closest approach.
The case with a DM clump passing near the Earth is shown in
the upper panel, whereas the case with a DM clump passing
near a pulsar is shown in the lower panel.

the amplitude of a fluctuation becomes O(1), it collapses
into a halo or clump dominated by DM. In the spherical
collapse model, this happens at

1 + z ≈
[

νσeq(M)

δc

]

(1 + zeq), (1)

for a clump with mass M formed from a ν-sigma fluctu-
ation. Here σeq(M) is the variance of the linear density
fluctuation on a scale corresponding to a mass M at the
matter-radiation equality, and δc = (3/20)(12π)2/3. The
variance σeq(M) at mass scales larger than M ∼ 1012M!

has been well determined observationally (e.g., [20]). We
can extrapolate the variance to smaller mass scales by as-
suming a power-law primordial power spectrum (∝ knp),
which is a reasonable assumption under inflationary sce-
narios. In this case, we may use an analytical fitting

formula given in [4] (see their Eqs. 92-94)

σeq(M) ≈
2× 10−4

√

fs(ΩΛ)

[

−
1

3
ln

(

M

Mh,eq

)]3/2 ( M

Mh,0

)−(np−1)/6

,

(2)
where Mh,eq ≈ 7.5 × 1015 Ωm

−2h−4 M! and Mh,0 ≈
3.0 × 1022 Ωmh−1 M! are the mass inside the cosmo-
logical horizon at z = zeq and z = 0, respectively, and
fs(ΩΛ) = 1.04− 0.82ΩΛ+2ΩΛ

2. The variance σeq(M) is
a decreasing function of mass M , indicating that struc-
tures with smaller masses form earlier.
We then estimate the density and radius of DM clumps

at their formation. In the spherical collapse model (e.g.,
[21]), the average density can be given as

ρ̄ ≈ κρeq

[

νσeq(M)

δc

]3

, (3)

where κ = 18π2, ρeq = ρ0(1 + zeq)3, and ρ0 = 2.78 ×
10−7 Ωmh2 M! pc−3 is the mean matter density of the
universe at z = 0. The characteristics radius is

R̄ ≈
(

3M

4πρ̄

)1/3

. (4)

Using Eq. (2), Eqs. (3) and (4) for a range of masses
10−12M! ! M ! 10−6 M! the average density can be
approximated as

ρ̄ ∼ 0.41 M! pc−3
(ν

2

)3
(

M

10−10 M!

)−3α

, (5)

and the radius of the clump is

R̄ ∼ 83 AU
(ν

2

)−1
(

M

10−10 M!

)α+1/3

, (6)

where α ≈ 0.02.
We assume that primordial fluctuations are nearly

scale-invariant and follow the Gaussian distribution,
which are consistent with observations at large scales. In
this case, the clump formation probability is ∝ e−ν2/2,
indicating that clumps from low-sigma fluctuations dom-
inates. Also, the average density of the clumps are al-
most scale invariant; larger mass clumps are only slightly
denser (see Eq. 5). However, a non-negligible amount
of high-sigma fluctuations (ν & 1) may be seeded for
a certain range of clump mass, depending on inflation
models. Such clumps, the so-called ultracompact mini-
halos (UCMHs), can have larger survival probabilities
and enhanced observational signatures (e.g., [4, 22, 23]).
In this paper, we do not consider such possibility and
focus on “normal” DM clumps from low-sigma fluctua-
tions, which should represent a conservative estimate of
the detectability of small-scale DM clumps.
Regardless of inflation models, there should be a lower

cut-off mass scale of the clump formation. For instance,
thermal relic DM models have free-streaming scales, be-
low which clustering of DM particles is suppressed by
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can be probed using pulsar timing. These results are ex-
tended to more di↵use subhalos in Sec. V, where we show
that PTAs have sensitivity to much more extended ob-
jects than lensing searches. Finally, in Sec. VI, we sum-
marize our results and suggest ways in which the analysis
can be extended.

II. PULSAR TIMING SIGNATURES FROM
DOPPLER AND SHAPIRO EFFECTS

Transiting compact objects give rise to two di↵erent
e↵ects in the time of arrival of pulses from pulsars. The
first, the Doppler e↵ect, arises from an acceleration of
the Earth or the pulsar. The Shapiro e↵ect, on the
other hand, is a gravitational redshift e↵ect along the
photon geodesic. Both of these e↵ects cause the photon
arrival time to be shifted from the unperturbed propaga-
tion value. The constant terms inside of these time shifts
are unobservable as they can be absorbed by a redefi-
nition of the unperturbed travel time. We thus consider
time-dependent changes which generate a shift in the pul-
sar frequency, �⌫. For the Doppler and Shapiro signals,
we have, 1

✓
�⌫

⌫

◆

D

= d̂ ·

Z
r� dt, (4)

✓
�⌫

⌫

◆

S

= �2

Z
v ·r� dz, (5)

where � is the gravitational potential due to the compact
object and v is its velocity, while d̂ is the direction from
the Earth to the pulsar and z parameterizes the path the
light takes from the pulsar to the Earth. These expres-
sions can be simplified by assuming the compact object
is a PBH of mass M ,

✓
�⌫

⌫

◆

D
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r3
dt, (6)
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= �4GM
ṙ⇥
r⇥

, (7)

where r is the position of the compact object relative
to the pulsar and ⇥ subscript denotes crossing with d̂,
r⇥ ⌘ r ⇥ d̂. Physically, the Doppler delay derives from
integrating over the gravitational field from the com-
pact object and taking the component of the pulsar
(Earth) acceleration towards the Earth (pulsar), while
the Shapiro delay depends only on components of the po-
sition and velocity of the compact object in the direction
perpendicular to d̂, as only this gives a time dependent
shift to the metric a↵ecting the photons.

1 Here we assume a weak field approximation, � ⌧ 1, a slowly
varying potential during the interaction time scale (�(r + vr) '
�(r)), where r is the distance of closest approach, and large orbit
eccentricity.

FIG. 1: Normalized signal shapes observable in pulsar
timing data. In general the Doppler signal is a linear
combination of the two shapes depending on the

object’s trajectory, while the Shapiro signal shape is
fixed.

As shown in Appendix A these expressions can be fur-
ther simplified to
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=
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1p
1 + x2
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· d̂, (8)
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xS

1 + x2
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, (9)

where we have taken the motion of the transiting object
as r = r0 + vt. We define xD ⌘ (t� tD,0)/⌧D, xS ⌘ (t�
tS,0)/⌧S as normalized time variables. Here, the width
of each signal is given by ⌧D ⌘ |r0 ⇥ v| /v2 and ⌧S ⌘

|v⇥ ⇥ r⇥| /v2⇥. The times for the passing object to reach
its point of closest approach are given by tD,0 ⌘ �r0 ·

v/v2, tS,0 ⌘ � (v⇥ · r⇥) /v2⇥. For the Doppler delay, the
vector pointing from the pulsar to the point of closest
approach is given by bD ⌘ r0 + vtD,0. For the Shapiro
delay the relevant vector points from the line of sight
to the point of closest approach, and is given by bS =
d̂ ⇥ (r⇥ + v⇥tS,0). From here on we will drop the D,S
subscripts which will be apparent by context.

The signal shapes are shown in Fig. 1. The Doppler
signal has two components depending on the orientation
of the incoming object, a transient signal (/ v̂ · d̂) and
a non-transient signal (/ b̂ · d̂). The Shapiro signal is
always transient regardless of orientation.

Note that one may be tempted to conclude immedi-
ately that a Shapiro signal is always subdominant to the
Doppler signal, as it is suppressed by v2. However, the
Shapiro signal is amplified by the long baseline (⇠ kpc)
resulting in a much shorter typical timescale, and is able
to probe a complementary mass window. We consider
this in detail in the next sections.
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signal has two components depending on the orientation
of the incoming object, a transient signal (/ v̂ · d̂) and
a non-transient signal (/ b̂ · d̂). The Shapiro signal is
always transient regardless of orientation.

Note that one may be tempted to conclude immedi-
ately that a Shapiro signal is always subdominant to the
Doppler signal, as it is suppressed by v2. However, the
Shapiro signal is amplified by the long baseline (⇠ kpc)
resulting in a much shorter typical timescale, and is able
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in Appendix B, with the final result,

r⇥,min ' 0.9

s
M

NP f⇢DMd

⇠
0.2 pc
p
NP f

✓
M

M�

◆ 1
2
✓
kpc

d

◆ 1
2

. (18)

As before, we are now able to estimate the size of the
cubic ⌫̈/⌫ in the closest-object approximation. Omitting
angular factors, this is

⌫̈

⌫
'

16GMv3

r3⇥,min

⇠ 8⇥ 10�33

✓
NP f

200

◆ 3
2
✓
M�
M

◆ 1
2
✓

d

kpc

◆ 3
2

Hz2. (19)

Note that the mass dependence does not drop out, as it
did in the Doppler static case. This can be traced to the
geometry involving the distance to the line of sight, which
results in the minimum distance scaling as the square
root (rather than 1/3 power) of the number density of
DM compact objects. This mass scaling agrees with the
analysis of Ref. [46] (though as we commented previously
the constraint on f we obtain does not agree because
of a di↵erence in the limit setting procedure). Because
the Shapiro static signature is small and subdominant to
the Doppler static signal, current pulsar data are unable
to constrain a static signal from DM compact objects.
Nevertheless in Sec. IV we show that future arrays may
be able to observe such tiny contributions.

B. Dynamic limit

In the dynamic limit a compact object is close enough
to the line of sight that it crosses in a time smaller than
the observation time. This means that pulsar timing ex-
periments see the entire signal shape, rendering the ex-
pansions in the static limit invalid. Specifically, we take
the dynamic constraint to be ⌧ < t0 < T �⌧ and we note
that this implies ⌧ < T/2. To extract small signals out of
a noisy background we use the prescription employed in
gravitational wave searches known as the Matched Filter
procedure [51, 52]. The idea is to take the time-of-arrival
data, apply a filtering procedure (namely, we convolute
the data with the Weiner filter), and extract an optimal
signal to noise ratio (SNR). For simplicity, we work in
the limit �t ⌧ ⌧ ⌧ T such that the measurement is un-
a↵ected by cadence or finite width e↵ects (adding these
is straightforward but complicates the expressions). Fur-
thermore, we assume the measurement noise is white. In
this case the SNR is given by,

SNR2 =
1

Sn

Z T

0

dt

✓
�⌫

⌫

◆2

, (20)

where Sn ⌘ �t (tRMS/T )2 . We now compute this for
Doppler and Shapiro signals given in Eqs. (8) and (9).

Unlike the static signal, we expect the backgrounds
in the dynamic case to be less worrisome. Most impor-
tantly, the characteristic signal shape is unlikely to have
significant overlap with other sources of noise. Perhaps
the most prominent candidate to mimic a dynamic signal
are pulsar glitches, which have recently been observed in
millisecond pulsars [43, 44]. However, pulsar glitches are
well parameterized by an instantaneous peak in the phase
with a subsequent falling exponential. Thus they have a
di↵erent frequency structure than the signals of interest
here. A more troubling background is dark baryonic ob-
jects. The baryonic mass distribution is, however, peaked
near a solar mass, whereas the objects we consider in the
dynamic limit have masses M . 10�2 M�.

1. Doppler

To find the SNR of the Doppler signal we insert the
signal shape of Eq. (8) into the expression for the SNR
in Eq. (20). This is valid because, in contrast to the static
case, the fitting procedure for ⌫, ⌫̇ is not degenerate with
the signal. This gives an SNR of

SNR '

 
GM

⌧v2

r
T

Sn

!
b̂ · d̂ . (21)

Note that we have dropped the term proportional to v̂ · d̂
in Eq. 8, as it is parametrically suppressed by ⌧/T , which
is small in the dynamic limit.
The signal size, as well as the transition between the

dynamic and static regimes, can be understood by the
employing a closest-object approximation, as discussed
previously. Inspection of Eq. (21) suggests that a closest
object approximation should hold due to the 1/⌧ / 1/r0
in the denominator (and the small spread in the velocity
distribution), and we have checked this using a Monte
Carlo simulation, which we discuss in Sec. IV. In order to
obtain an estimate of the SNR, we compute an estimate
of the minimum ⌧ = ⌧min, generated by a random set
of points. Note that ⌧ also corresponds to the minimum
impact parameter since, |b| = ⌧/v. We calculate this
explicitly in Appendix B and quote the result here,

⌧min '
1

v

s
M

NP f⇢DMvT

⇠
20 yr
p
NP f

✓
M

10�9 M�

◆ 1
2
✓
20 yr

T

◆ 1
2

. (22)

Combining Eqs. (21) and (22) gives a good estimate of
the largest SNR for a given mass and DM density. We
can further estimate the condition for the nearest object
to be in the dynamic limit, meaning ⌧min . T/2,

M . 4⇥ 10�8 M�

✓
NP f

200

◆✓
T

20 yr

◆3

(23)
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and potentially provide some information about the ob-
ject size (see Sec. V).

We now calculate the expressions for the static contri-
butions of Doppler and Shapiro signal shapes (when the
transiting objects are PBHs), and subsequently estimate
their contribution to ⌫̈. In the Dynamic subsection we
will discuss the division between the static and dynamic
signals.

1. Doppler

To obtain the size of the Doppler signal shape, we take
the second time derivative of Eq. (8) evaluated at t = 0,
and use the relation between ⌧ and t0, ⌧2 + t2

0
= r2

0
/v2,

to find

⌫̈

⌫
=

GM

v2⌧
d̂ ·


b̂
3v5⌧2

r5
0

+ v̂
2r2

0
v3⌧ � 3v5⌧3

r5
0

�
, (13)

=
GMv

r3
0

✓
v̂ + 3

vt0
r0

r̂0

◆
· d̂ , (14)

where in the final step we used the relation, |b| = ⌧v.
Note that a static signal can never be isolated and will

always be due to a collection of compact objects. How-
ever, to understand the sensitivity analytically, we can
still make progress by employing the closest-object ap-
proximation. A concern in this approach is whether the
impact of far away objects is truly small since the num-
ber of compact objects at a given distance grows with
distance. However, this is usually a small e↵ect for two
reasons. First, the signal size has a steep power of r0 in
the denominator. Second, the contribution to ⌫̈ does not
grow coherently with number of objects and the contri-
bution from a single object can be positive or negative
(depending on the object’s trajectory). Nevertheless, we
note that this approach breaks down when the signal is
not deep within the static regime, and where the con-
tribution from multiple objects is needed to adequately
estimate the signal size.

Therefore to estimate the signal size from Eq. 14, we
calculate the minimum typical distance of a DM compact
object. This is derived from the minimum distance of
randomly distributed points, around NP pulsars, to the
closest pulsar, and we assume each compact object is of
mass M . The result is derived in Appendix B and we
quote the result here,

rmin ' 0.8
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NP f⇢DM

◆ 1
3

⇠
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3

✓
M
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◆ 1
3

. (15)

Roughly speaking, the static signal condition can be
taken as rmin & vT . However, as discussed above, this is
the condition that the static analytic estimates are valid,
not that a static search cannot be performed, as the static

analytic estimates make use of the closest-object approx-
imation; but when many objects are near the static limit
boundary, many objects make similar contributions to ⌫̈.
With this expression for rmin we can now estimate the

size of this signal (dropping angular factors),

⌫̈

⌫
'

2GMv

r3
min

⇠ 3⇥ 10�32

✓
NP f

200

◆
Hz2 . (16)

Notice that the mass dependence has dropped out due
to scaling of the minimum distance as M

1
3 . We note

that single pulsar measurements have �⌫̈/⌫ & 10�31 Hz2

and so do not have su�cient sensitivity to see this static
signal. However, as we will see future arrays profit sig-
nificantly from an increase in both observation time (as
the uncertainty drops as / T�7/2), and from many more
pulsars in the, and so will be capable of measuring such
tiny deviations.
In general compact objects will generate a signal if

they gravitationally interact with either the Earth or
the pulsar, which we label as the ‘Earth term’ and ‘pul-
sar term’, respectively. Using correlations between pul-
sars one can reduce the noise that a↵ects only the sig-
nals due to a compact object interacting with the Earth.
The constraints on a Doppler signal are, however, always
dominated by the pulsar term, as opposed to the Earth
term. This can be understood in the limit where all pul-
sars are identical since in that case for the Earth term,
�⌫̈/⌫ / 1/

p
NP , while the signal is constant, such that

the SNR scales as
p
NP . On other hand, for the pulsar

term the noise is independent of the number of pulsars,
while the signal size grows linearly with NP , such that
the SNR scales as NP . Therefore, for large NP , the pul-
sar term dominates.

2. Shapiro

The computation of the static Shapiro signal is analo-
gous to the static Doppler signal. Taking the second time
derivative of Eq. (9), evaluating at t = 0, and simplifying
with t2

0
+ ⌧2 = r2⇥,0/v

2

⇥, gives

⌫̈

⌫
=

8GMv3⇥
r3⇥

✓
t0v⇥
r⇥

◆3 ✓
1�

3⌧2

t2
0

◆
. (17)

As expected, ⌫̈ appears parametrically suppressed com-
pared to the Doppler contribution, though (as com-
mented previously) this is deceiving due to the di↵erent,
and typically smaller, distance scale in the denomina-
tor. We also find the same power of r0 in the denomi-
nator, suggesting that we can again use a closest-object
approximation up to the boundary between the static
and dynamic regimes where multiple objects are crucial
for obtaining the correct signal size.
In a manner similar the Doppler case, we compute the

smallest expected distance of a DM compact object to
the line of sight toward some pulsar, r⇥,min. This is done

Source: Kashiyama, Seto - 1208.4101
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III. SIGNAL ANALYSIS

Both the Doppler and Shapiro signals have a charac-
teristic time scale, ⌧ , corresponding to the time for the
compact object to pass the line of sight. We note that the
signal width (⌧) and time to the center of the blip (t0)
are parametrically the same scale, with the di↵erences
being due to the objects’ orientation.

If ⌧ & T , where T is the observing time, which we de-
fine as the static limit, we will observe only a small section
of the signal, which will have a power series expansion in
small t/⌧ . As we discussed in Sec. I, in the static limit,
the first two terms in the expansion are unobservable as
they are degenerate with the frequency and its deriva-
tive. However, a traversing compact object can still be
detected by its higher order contributions to Eq. (1) cor-
responding to the coe�cient of the O(t2) term (this is
degenerate with a measurement of pulsar frequency sec-
ond derivative, which is known to be small).

If, on the other hand, ⌧ . T (the dynamic limit), the
whole signal shape is seen and therefore a power series
expansion will no longer hold. Since the typical compact
object spacing is smaller for lower masses, the distance
to the pulsar timing system is also smaller making the
dynamic signal dominantly present at lower masses. In
this limit, one can look for the entire signal shape in pul-
sar timing data, analogous to searches for gravitational
waves and stellar microlensing events. Note that deep
in this same regime multiple events will typically transit
the line of sight over the observation period, where a sta-
tistical approach is relevant as proposed in Ref. [48]; we
leave analysis of such a multi-event signal for future work
[50], where we expect improved reach at lower masses.

We now compute the observables in pulsar timing ex-
periments for the four di↵erent searches (Doppler dy-
namic and static, Shapiro dynamic and static) and their
corresponding signal to noise ratio (SNR). The SNR in
each case can be estimated analytically by assuming that
the constraints are dominated by the object that comes
closest to the pulsar (for the Doppler delay) or the line
of sight (for the Shapiro delay). We call this the closest-
object approximation and it holds in most of the parame-
ter space for all four searches. We also derive an analytic
estimate for the split between the dynamic and static
limits for the di↵erent searches, highlighting their corre-
sponding sensitivity regions.

In the following sections, we apply the following statis-
tical procedure to determine the reach. In order to ensure
no false positives among the entire pulsar timing array
we need to set a threshold for the SNR. In the absence of
a signal the SNR at each pulsar is a one-sided Gaussian
random variable and therefore we can calculate the 95%
confidence threshold value, x, by

Pr(SNR < x)NP = Erf

✓
x
p
2

◆NP

= 0.95, (10)

which gives x = 3.66 with NP = 200. We fix the thresh-
old value to be four for simplicity, which ensures no false

positives with greater than 95% confidence. In our Monte
Carlo simulations, we also require that a signal manifests
in 90% of randomly generated universes. Correspond-
ingly, in our analytic estimates we use the 90th percentile
relevant length scale, denoted by a ‘min’ subscript, de-
rived in Appendix B.

A. Static Limit

In the static regime the constraint is derived from re-
quiring that ⌫̈/⌫ is small enough to be consistent with the
fit shown in Eq. (1). In setting constraints, we assume
a dedicated analysis where ⌫, ⌫̇ and ⌫̈ are fit simultane-
ously (as opposed to the usual procedure which only fits
⌫ and ⌫̇, and one assumes ⌫̈ is small). This is necessary
since otherwise the fits for ⌫ and ⌫̇ will absorb part of ⌫̈,
diminishing the signal.
Assuming the data can be characterized by white noise

and a signal of the form of Eq. (1), the RMS noise can be
taken as the uncertainty in each measurement, and the
total expected uncertainty obtainable by a least squares
fit on the second derivative is found to be [40]2

�⌫̈/⌫ = 6

r
2800�t

T

tRMS

T 3
. (11)

Current pulsar data have an uncertainty of O(10�31 Hz2)
while sensitivities are projected to reach O(10�33 Hz2)
for a single pulsar. This allows us to define a suitable
SNR,

SNR ⌘
|⌫̈/⌫|

�⌫̈/⌫
> 4 . (12)

There are several observational challenges in imple-
menting this analysis. First, in addition to DM com-
pact objects there are other sources which produce a
contribution to ⌫̈, such as the existence of dark plan-
ets near to the pulsar, as well as a genuine spin down
of the pulsar [40]3. Given this, a static search presents
challenges as a discovery method, though it can be reli-
ably used to set constraints on the existence of compact
objects. Interestingly, for some mass ranges, compact ob-
jects predict a static Doppler signal in conjunction with
a dynamic Shapiro signal, discussed later in this section,
which would increase the confidence in the measurement

2 We disagree with the limit setting procedure employed in [46]
which requires the cubic term in the timing residuals to be below
tRMS (corresponding to the condition, ⌫̈/⌫ . 6tRMS/T 3) since
this does not account for the “sampling factor” of

p
2800�t/T .

Coincidentally for pulsar timing array data this is an O(1) cor-
rection for most pulsars since 103 wk ⇠ 10 yr.

3 Objects in our solar system are not an important background
since they experience a yearly modulation and are fit for in the
analysis.

Δt ≪ τ ≪ T
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in Appendix B, with the final result,

r⇥,min ' 0.9

s
M

NP f⇢DMd

⇠
0.2 pc
p
NP f

✓
M

M�

◆ 1
2
✓
kpc

d

◆ 1
2

. (18)

As before, we are now able to estimate the size of the
cubic ⌫̈/⌫ in the closest-object approximation. Omitting
angular factors, this is

⌫̈

⌫
'

16GMv3

r3⇥,min

⇠ 8⇥ 10�33

✓
NP f

200

◆ 3
2
✓
M�
M

◆ 1
2
✓

d

kpc

◆ 3
2

Hz2. (19)

Note that the mass dependence does not drop out, as it
did in the Doppler static case. This can be traced to the
geometry involving the distance to the line of sight, which
results in the minimum distance scaling as the square
root (rather than 1/3 power) of the number density of
DM compact objects. This mass scaling agrees with the
analysis of Ref. [49] (though as we commented previously
the constraint on f we obtain does not agree because
of a di↵erence in the limit setting procedure). Because
the Shapiro static signature is small and subdominant to
the Doppler static signal, current pulsar data are unable
to constrain a static signal from DM compact objects.
Nevertheless in Sec. IV we show that future arrays may
be able to observe such tiny contributions.

B. Dynamic limit

In the dynamic limit a compact object is close enough
to the line of sight that it crosses in a time smaller than
the observation time. This means that pulsar timing ex-
periments see the entire signal shape, rendering the ex-
pansions in the static limit invalid. Specifically, we take
the dynamic constraint to be ⌧ < t0 < T �⌧ and we note
that this implies ⌧ < T/2. To extract small signals out of
a noisy background we use the prescription employed in
gravitational wave searches known as the Matched Filter
procedure [54, 55]. The idea is to take the time-of-arrival
data, apply a filtering procedure (namely, we convolute
the data with the Weiner filter), and extract an optimal
signal to noise ratio (SNR). For simplicity, we work in the
limit �t ⌧ ⌧, |t0| ⌧ T such that the measurement is un-
a↵ected by cadence or finite width e↵ects (adding these
is straightforward but complicates the expressions). Fur-
thermore, we assume that the timing residual noise is
white with a variance given by tRMS, i.e. [54]

h�t(t1)�t(t2)i = t2
RMS

�t �(t1 � t2) (20)

he�t(f)e�t(f 0)i = t2
RMS

�t �(f � f 0) (21)

The signal we consider here is �⌫/⌫ = �̇t, whose power
spectrum is given by

h
ė�t(f) ė�t(f 0)i = (2⇡)2t2

RMS
�t f2�(f � f 0) . (22)

Using a one-sided power spectral density for the noise we
identify, S�̇t(f) ⌘ 8⇡2t2

RMS
�t f2, giving a SNR [54],

SNR2 = 4

Z 1

0

df
|eh(f)|2

S�̇t(f)
, (23)

where eh(f) is the Fourier transform of the �⌫/⌫ signal.
We now compute this for Doppler and Shapiro signals
given in Eqs. (8) and (9).
Unlike the static signal, we expect the backgrounds

in the dynamic case to be less worrisome. Most impor-
tantly, the characteristic signal shape is unlikely to have
significant overlap with other sources of noise. Perhaps
the most prominent candidate to mimic a dynamic signal
are pulsar glitches, which have recently been observed in
millisecond pulsars [46, 47]. However, pulsar glitches are
well parameterized by an instantaneous peak in the phase
with a subsequent falling exponential. Thus they have a
di↵erent frequency structure than the signals of interest
here. A more troubling background is dark baryonic ob-
jects. The baryonic mass distribution is, however, peaked
near a solar mass, whereas the objects we consider in the
dynamic limit have masses M . 10�2 M�.

1. Doppler

To find the SNR of the Doppler signal we insert the
signal shape of Eq. (8) into the expression for the SNR
in Eq. (23). This is valid because, in contrast to the static
case, the fitting procedure for ⌫, ⌫̇ is not degenerate with
the signal. This gives an SNR of

SNR '

 
GM

⌧v2

s
T 3

12 t2
RMS

�t

!
b̂ · d̂ . (24)

Note that we have dropped the term proportional to v̂ · d̂
in Eq. 8, as it is parametrically suppressed by ⌧/T , which
is small in the dynamic limit.
The signal size, as well as the transition between the

dynamic and static regimes, can be understood by em-
ploying the closest-object approximation, as discussed
previously. Inspection of Eq. (24) suggests that a closest
object approximation should hold due to the 1/⌧ / 1/r0
in the denominator (and the small spread in the velocity
distribution), and we have checked this using a Monte
Carlo simulation, which we discuss in Sec. IV. In order
to obtain an estimate of the SNR, we compute an esti-
mate of the minimum ⌧ = ⌧min, generated by a random
set of points. Note that ⌧ also corresponds to the min-
imum impact parameter since, |b| = ⌧/v. We calculate
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in Appendix B, with the final result,
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As before, we are now able to estimate the size of the
cubic ⌫̈/⌫ in the closest-object approximation. Omitting
angular factors, this is
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Note that the mass dependence does not drop out, as it
did in the Doppler static case. This can be traced to the
geometry involving the distance to the line of sight, which
results in the minimum distance scaling as the square
root (rather than 1/3 power) of the number density of
DM compact objects. This mass scaling agrees with the
analysis of Ref. [49] (though as we commented previously
the constraint on f we obtain does not agree because
of a di↵erence in the limit setting procedure). Because
the Shapiro static signature is small and subdominant to
the Doppler static signal, current pulsar data are unable
to constrain a static signal from DM compact objects.
Nevertheless in Sec. IV we show that future arrays may
be able to observe such tiny contributions.

B. Dynamic limit

In the dynamic limit a compact object is close enough
to the line of sight that it crosses in a time smaller than
the observation time. This means that pulsar timing ex-
periments see the entire signal shape, rendering the ex-
pansions in the static limit invalid. Specifically, we take
the dynamic constraint to be ⌧ < t0 < T �⌧ and we note
that this implies ⌧ < T/2. To extract small signals out of
a noisy background we use the prescription employed in
gravitational wave searches known as the Matched Filter
procedure [54, 55]. The idea is to take the time-of-arrival
data, apply a filtering procedure (namely, we convolute
the data with the Weiner filter), and extract an optimal
signal to noise ratio (SNR). For simplicity, we work in the
limit �t ⌧ ⌧, |t0| ⌧ T such that the measurement is un-
a↵ected by cadence or finite width e↵ects (adding these
is straightforward but complicates the expressions). Fur-
thermore, we assume that the timing residual noise is
white with a variance given by tRMS, i.e. [54]

h�t(t1)�t(t2)i = t2
RMS

�t �(t1 � t2) (20)

he�t(f)e�t(f 0)i = t2
RMS

�t �(f � f 0) (21)

The signal we consider here is �⌫/⌫ = �̇t, whose power
spectrum is given by

h
ė�t(f) ė�t(f 0)i = (2⇡)2t2

RMS
�t f2�(f � f 0) . (22)

Using a one-sided power spectral density for the noise we
identify, S�̇t(f) ⌘ 8⇡2t2

RMS
�t f2, giving a SNR [54],

SNR2 = 4

Z 1

0

df
|eh(f)|2

S�̇t(f)
, (23)

where eh(f) is the Fourier transform of the �⌫/⌫ signal.
We now compute this for Doppler and Shapiro signals
given in Eqs. (8) and (9).
Unlike the static signal, we expect the backgrounds

in the dynamic case to be less worrisome. Most impor-
tantly, the characteristic signal shape is unlikely to have
significant overlap with other sources of noise. Perhaps
the most prominent candidate to mimic a dynamic signal
are pulsar glitches, which have recently been observed in
millisecond pulsars [46, 47]. However, pulsar glitches are
well parameterized by an instantaneous peak in the phase
with a subsequent falling exponential. Thus they have a
di↵erent frequency structure than the signals of interest
here. A more troubling background is dark baryonic ob-
jects. The baryonic mass distribution is, however, peaked
near a solar mass, whereas the objects we consider in the
dynamic limit have masses M . 10�2 M�.

1. Doppler

To find the SNR of the Doppler signal we insert the
signal shape of Eq. (8) into the expression for the SNR
in Eq. (23). This is valid because, in contrast to the static
case, the fitting procedure for ⌫, ⌫̇ is not degenerate with
the signal. This gives an SNR of

SNR '
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Note that we have dropped the term proportional to v̂ · d̂
in Eq. 8, as it is parametrically suppressed by ⌧/T , which
is small in the dynamic limit.
The signal size, as well as the transition between the

dynamic and static regimes, can be understood by em-
ploying the closest-object approximation, as discussed
previously. Inspection of Eq. (24) suggests that a closest
object approximation should hold due to the 1/⌧ / 1/r0
in the denominator (and the small spread in the velocity
distribution), and we have checked this using a Monte
Carlo simulation, which we discuss in Sec. IV. In order
to obtain an estimate of the SNR, we compute an esti-
mate of the minimum ⌧ = ⌧min, generated by a random
set of points. Note that ⌧ also corresponds to the min-
imum impact parameter since, |b| = ⌧/v. We calculate
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• Many more pulsars         impact parameter smallest for one lucky 
pulsar. 


• Angular correlations         sensitivity far higher for earth term


• Earth term - more robust to foregrounds2 K. Kashiyama, N. Seto

Figure 1. Schematic pictures of primordial black hole (PBH)
searches using a pulsar timing array (PTA). The impulse signal
of a PBH is characterized by its mass MPBH, the relative veloc-
ity V to the target, the impact parameter b, and the projection
angle θ between the pulsar-Earth line and the closest approach.
Top panel shows the case with a PBH passing nearby the Earth.
The acceleration by the PBH is imprinted in all the timing data
available. By taking the correlation of the timing data, the signal
can be effectively amplified by a factor of

√
NPSR. Bottom panel

shows the case with a PBH passing near a pulsar. The PBH mod-
ulates the timing data of the specific pulsar alone. The rate of such
encounter is proportional to the number of pulsars NPSR.

our survey volume, and our sensitivity for the direct PBH
search would become better than the previous estimation
only with the Earth terms (Seto & Cooray 2007). In this pa-
per, we study this issue with special attention to the differ-
ences between the roles of two terms for the PBH search with
PTAs, namely, the independent and numerous pulsar terms
and the coherent Earth terms. We find that these terms
have both advantages and disadvantages for PBH search,
and work in a complementary way.

2 PROBING PRIMORDIAL BLACK HOLES

USING PULSAR TIMING ARRAY

In this paper, we assume that our PTAs are composed by
totally NPSR pulsars with roughly the same level of tim-
ing noises. We further assume that the noises are white
and have no correlation between different pulsars (see

Shannon & Cordes (2010) for impacts of red noises). Note
that the total numbers of the Earth terms and the pulsar
terms are both NPSR.

In Fig.1, we provide schematic pictures of PBH search
with a PTA. The top panel shows the case in which a PBH
passes nearby the solar system and excites the Earth terms
coherently for the TOA data of all the pulsars. In the bottom
panel a PBH flybys a pulsar and modulates only the specific
pulsar term.

As mentioned earlier, we can amplify the sensitivity of
the Earth terms by a factor of ∼ 1/

√
NPSR using their co-

herent structure. In contrast, the flybys of PBHs around the
whole pulsars occur ∼ NPSR times more frequently than
those around the Earth alone.

We hereafter assume that, when a PTA is available, the
coherent Earth term can be removed from TOA data of each
pulsar, and its pulsar term can be analyzed separately.

2.1 Signal to noise ratio

Here we estimate the signal-to-noise ratio (S/N) of a flyby
event in the TOA data of a PTA. The target mass can
be the Earth or one of the pulsars. In the Fourier space,
the main contribution of the impulse acceleration is the
mode with the frequency f = 1/T , where T is the time
scale for the PBH passing around the target. In the same
manner, the amplitude sf of the mode can be estimated as
sf ≈ (aT 2/c)× | cos θ|. Here a is the peak magnitude of ac-
celeration and θ is the angle between the pulsar-Earth line
and the closest approach (see Fig.1). With the impact pa-
rameter b and the relative velocity V , the two quantities T
and a are given as

T ≈ b
V

∼ 10yr

(

b
740AU

)(

V
350km/s

)−1

, (1)

and a ≈ GMPBH/b2, where MPBH is the mass of the PBH.
Then the Fourier amplitude of the timing residual is ex-
pressed as sf ≈ (GMPBH/cV

2)× | cos θ|, or

sf ∼ 10ns

(

MPBH

1025g

)(

V
350km/s

)−2 ( | cos θ|
0.58

)

. (2)

Next we evaluate the noise associated with the timing
analysis. Using the sampling rate ν of TOAs and the rms
noise σ of each TOA, the Fourier mode of the timing noise at
the frequency f = 1/T is given as ∼ σ/

√
Tν. This result is

for TOA data of a single pulsar. When we deal with a PTA,
it is important to distinguish whether we examine the Earth
terms or a pulsar term. For the former, we have the statis-
tical reduction factor 1/

√
NPSR from the coherence of the

signals. Therefore, the effective noise level for the impulse
search can be expressed as

nf ∼ 6.2ns
( σ
100ns

)

(

T
10yr

)−1/2
( ν

0.50wk−1

)−1/2
NPSR

−E/2

(3)
with E = 0 or 1 for a pulsar term and the Earth terms,
respectively. From Eqs.(2) and (3) the signal-to-noise ratio
of the flyby detection is now given as S/N ≡ sf/nf .

The signal of PBH is observationally characterized by
the duration T and the amplitude sf . On the other hand,

c© 2012 RAS, MNRAS 000, 1–??
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Figure 1. Schematic pictures of primordial black hole (PBH)
searches using a pulsar timing array (PTA). The impulse signal
of a PBH is characterized by its mass MPBH, the relative veloc-
ity V to the target, the impact parameter b, and the projection
angle θ between the pulsar-Earth line and the closest approach.
Top panel shows the case with a PBH passing nearby the Earth.
The acceleration by the PBH is imprinted in all the timing data
available. By taking the correlation of the timing data, the signal
can be effectively amplified by a factor of

√
NPSR. Bottom panel

shows the case with a PBH passing near a pulsar. The PBH mod-
ulates the timing data of the specific pulsar alone. The rate of such
encounter is proportional to the number of pulsars NPSR.

our survey volume, and our sensitivity for the direct PBH
search would become better than the previous estimation
only with the Earth terms (Seto & Cooray 2007). In this pa-
per, we study this issue with special attention to the differ-
ences between the roles of two terms for the PBH search with
PTAs, namely, the independent and numerous pulsar terms
and the coherent Earth terms. We find that these terms
have both advantages and disadvantages for PBH search,
and work in a complementary way.

2 PROBING PRIMORDIAL BLACK HOLES

USING PULSAR TIMING ARRAY

In this paper, we assume that our PTAs are composed by
totally NPSR pulsars with roughly the same level of tim-
ing noises. We further assume that the noises are white
and have no correlation between different pulsars (see

Shannon & Cordes (2010) for impacts of red noises). Note
that the total numbers of the Earth terms and the pulsar
terms are both NPSR.

In Fig.1, we provide schematic pictures of PBH search
with a PTA. The top panel shows the case in which a PBH
passes nearby the solar system and excites the Earth terms
coherently for the TOA data of all the pulsars. In the bottom
panel a PBH flybys a pulsar and modulates only the specific
pulsar term.

As mentioned earlier, we can amplify the sensitivity of
the Earth terms by a factor of ∼ 1/

√
NPSR using their co-

herent structure. In contrast, the flybys of PBHs around the
whole pulsars occur ∼ NPSR times more frequently than
those around the Earth alone.

We hereafter assume that, when a PTA is available, the
coherent Earth term can be removed from TOA data of each
pulsar, and its pulsar term can be analyzed separately.

2.1 Signal to noise ratio

Here we estimate the signal-to-noise ratio (S/N) of a flyby
event in the TOA data of a PTA. The target mass can
be the Earth or one of the pulsars. In the Fourier space,
the main contribution of the impulse acceleration is the
mode with the frequency f = 1/T , where T is the time
scale for the PBH passing around the target. In the same
manner, the amplitude sf of the mode can be estimated as
sf ≈ (aT 2/c)× | cos θ|. Here a is the peak magnitude of ac-
celeration and θ is the angle between the pulsar-Earth line
and the closest approach (see Fig.1). With the impact pa-
rameter b and the relative velocity V , the two quantities T
and a are given as

T ≈ b
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∼ 10yr

(
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)(
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and a ≈ GMPBH/b2, where MPBH is the mass of the PBH.
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Next we evaluate the noise associated with the timing
analysis. Using the sampling rate ν of TOAs and the rms
noise σ of each TOA, the Fourier mode of the timing noise at
the frequency f = 1/T is given as ∼ σ/

√
Tν. This result is

for TOA data of a single pulsar. When we deal with a PTA,
it is important to distinguish whether we examine the Earth
terms or a pulsar term. For the former, we have the statis-
tical reduction factor 1/
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NPSR from the coherence of the

signals. Therefore, the effective noise level for the impulse
search can be expressed as
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(3)
with E = 0 or 1 for a pulsar term and the Earth terms,
respectively. From Eqs.(2) and (3) the signal-to-noise ratio
of the flyby detection is now given as S/N ≡ sf/nf .

The signal of PBH is observationally characterized by
the duration T and the amplitude sf . On the other hand,
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FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)

• At some Mass M, even the nearest 
PBH starts failing dynamic 
constraint. 
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FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)
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FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)

• At some Mass M, even the nearest 
PBH starts failing dynamic 
constraint. 
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FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)
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FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)

• At some Mass M, even the nearest 
PBH starts failing dynamic 
constraint. 
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FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)
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SHAPIRO DELAY

• Similar to Sachs-Wolfe effect


• In frequency domain given by,


• For a point object,


•
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can be probed using pulsar timing. These results are ex-
tended to more di↵use subhalos in Sec. V, where we show
that PTAs have sensitivity to much more extended ob-
jects than lensing searches. Finally, in Sec. VI, we sum-
marize our results and suggest ways in which the analysis
can be extended.

II. PULSAR TIMING SIGNATURES FROM
DOPPLER AND SHAPIRO EFFECTS

Transiting compact objects give rise to two di↵erent
e↵ects in the time of arrival of pulses from pulsars. The
first, the Doppler e↵ect, arises from an acceleration of
the Earth or the pulsar. The Shapiro e↵ect, on the
other hand, is a gravitational redshift e↵ect along the
photon geodesic. Both of these e↵ects cause the photon
arrival time to be shifted from the unperturbed propaga-
tion value. The constant terms inside of these time shifts
are unobservable as they can be absorbed by a redefi-
nition of the unperturbed travel time. We thus consider
time-dependent changes which generate a shift in the pul-
sar frequency, �⌫. For the Doppler and Shapiro signals,
we have, 1

✓
�⌫

⌫

◆

D

= d̂ ·

Z
r� dt, (4)

✓
�⌫

⌫

◆

S

= �2

Z
v ·r� dz, (5)

where � is the gravitational potential due to the compact
object and v is its velocity, while d̂ is the direction from
the Earth to the pulsar and z parameterizes the path the
light takes from the pulsar to the Earth. These expres-
sions can be simplified by assuming the compact object
is a PBH of mass M ,

✓
�⌫

⌫

◆

D

= GM d̂ ·

Z
r

r3
dt, (6)

✓
�⌫

⌫

◆

S

= �4GM
ṙ⇥
r⇥

, (7)

where r is the position of the compact object relative
to the pulsar and ⇥ subscript denotes crossing with d̂,
r⇥ ⌘ r ⇥ d̂. Physically, the Doppler delay derives from
integrating over the gravitational field from the com-
pact object and taking the component of the pulsar
(Earth) acceleration towards the Earth (pulsar), while
the Shapiro delay depends only on components of the po-
sition and velocity of the compact object in the direction
perpendicular to d̂, as only this gives a time dependent
shift to the metric a↵ecting the photons.

1 Here we assume a weak field approximation, � ⌧ 1, a slowly
varying potential during the interaction time scale (�(r + vr) '
�(r)), where r is the distance of closest approach, and large orbit
eccentricity.

FIG. 1: Normalized signal shapes observable in pulsar
timing data. In general the Doppler signal is a linear
combination of the two shapes depending on the

object’s trajectory, while the Shapiro signal shape is
fixed.

As shown in Appendix A these expressions can be fur-
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where we have taken the motion of the transiting object
as r = r0 + vt. We define xD ⌘ (t� tD,0)/⌧D, xS ⌘ (t�
tS,0)/⌧S as normalized time variables. Here, the width
of each signal is given by ⌧D ⌘ |r0 ⇥ v| /v2 and ⌧S ⌘

|v⇥ ⇥ r⇥| /v2⇥. The times for the passing object to reach
its point of closest approach are given by tD,0 ⌘ �r0 ·

v/v2, tS,0 ⌘ � (v⇥ · r⇥) /v2⇥. For the Doppler delay, the
vector pointing from the pulsar to the point of closest
approach is given by bD ⌘ r0 + vtD,0. For the Shapiro
delay the relevant vector points from the line of sight
to the point of closest approach, and is given by bS =
d̂ ⇥ (r⇥ + v⇥tS,0). From here on we will drop the D,S
subscripts which will be apparent by context.

The signal shapes are shown in Fig. 1. The Doppler
signal has two components depending on the orientation
of the incoming object, a transient signal (/ v̂ · d̂) and
a non-transient signal (/ b̂ · d̂). The Shapiro signal is
always transient regardless of orientation.

Note that one may be tempted to conclude immedi-
ately that a Shapiro signal is always subdominant to the
Doppler signal, as it is suppressed by v2. However, the
Shapiro signal is amplified by the long baseline (⇠ kpc)
resulting in a much shorter typical timescale, and is able
to probe a complementary mass window. We consider
this in detail in the next sections.
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Note that one may be tempted to conclude immedi-
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types of dark matter exist, and that ΩDM is made up of a
composite of these two classes.

In a recent and exciting development, non-baryonic
dark matter has been detected indirectly via its gravita-
tional influence in the Bullet Cluster (Clowe et al. 2006).
Since baryons, thermal relic dark matter, and non-thermal
dark matter all decouple from the primordial plasma at
different times and possess different interactions, it is ex-
pected that the small-scale structure that forms composed
of these types of matter will be quite different from one
another. Baryons will remain in either diffuse gas clouds or
collapse to form MACHOs, thermal dark matter will have its
small scale structure on scales below 10−4 to 10−6 M" sup-
pressed by Silk damping, whereas non-thermally produced
dark matter will have no such cutoff in its spectrum. Ther-
mal dark matter will produce, on small scales, diffuse WIMP
microhalos after gravitational collapse down to masses of
about one Earth mass (Green, Hofmann, & Schwarz 2005;
Loeb & Zaldarriaga 2005; Diemand, Moore, & Stadel 2005;
Bertschinger 2006), whereas non-thermal dark matter will
produce collapsed structure down to much smaller mass
scales, without a cutoff in the spectrum, which will produce
Non-thermal Axionic Collapsed HalOS (NACHOs). Under
certain circumstances (Sikivie 2006; Zurek, Hogan, & Quinn
2006), the non-thermal dark matter will produce halos
with substantial enhancements in density and abundance
at ∼ 10−12 M", known as axion miniclusters. In either case,
these dark matter structures on the smallest scales may sur-
vive intact to the present day as substructure within larger
collapsed structure such as our own galaxy (Goerdt et al.
2006). While large-scale dark matter structures like our
galaxy’s halo are expected to be smooth to a simple approxi-
mation, realistic models include clumps, cusps, and possibly
caustics.

This paper demonstrates that pulsar timing measure-
ments can be used to probe the dark matter substructure
in our own galaxy which transits across the line-of-sight be-
tween a pulsar and an observer. As the dark matter sub-
structure transits, the variation in the light-travel-time of
the pulses is of sufficient magnitude that the more stable
millisecond pulsars should be able to not only detect the
substructure, but to discriminate between the different sig-
natures of MACHOs, NACHOs, and WIMPs. The remain-
der of this paper is layed out as follows. Section 2 presents a
derivation of the delay in the light-travel-time due to a grav-
itational source intervening near or across the line-of-sight
between an emitter and an observer, providing a number of
examples. Section 3 applies this idea to the physical case of
using pulsar timing measurements to detect the intervening
dark matter substructure between Earth and the pulsar of
interest. Section 4 discusses the possibility of differentiating
between different types of dark matter and constraining its
properties through precision timing measurements. Finally,
Section 5 summarizes the major successes and drawbacks of
this method, detailing the challenges of using pulsar timing
to search for dark matter in our own galaxy.

2 GRAVITATIONAL TIME DELAY

One consequence of general relativity is the delay in the
light-travel-time (l.t.t.) due to intervening gravitational

Figure 1. The generic configuration for a fixed emitter and ob-
server, with a gravitational source of radius rmax transiting across
or close to the line-of-sight. The emitter-observer distance is taken
to be l, while the gravitational source has a distance to the ob-
server !x and a velocity !v, both of which have components per-
pendicular (x⊥, v⊥) and parallel (x‖, v‖) to the line-of-sight. The
minimum distance between the gravitational source and the line-
of-sight as the source transits is defined as the impact parameter,
b.

sources between an emitter and an observer (Shapiro 1964).
This effect, known (for a point source) as the Shapiro time
delay, is one of the classic solar system tests of Einstein’s
relativity (Baez & Bunn 2005). This effect can be applied
to extended sources and larger scales as well. If any col-
lapsed substructure within our galaxy transits across the
line-of-sight (l.o.s.) between an emitter and an observer, then
the l.t.t. will be altered by the gravitational presence of the
galactic substructure. The remainder of this Section is de-
voted to a derivation of the magnitude of the delay in the
l.t.t. due to transiting collapsed substructure.

Consider the configuration shown in Figure 1: an emit-
ting source is a fixed distance l from an observer, with a
transiting gravitational source near the l.o.s., with a min-
imum distance to the l.o.s. (i.e. impact parameter) b. The
gravitational source has a velocity !v(t) and position !x(t),
where the velocity, assumed to be constant, has components
parallel (v‖) and perpendicular (v⊥) to the l.o.s., while the
position deviates from its initial value only in the direction
given by !v. The two cases of physical importance to consider
are when the radial size of the gravitational source (rmax) is
either greater or smaller than the impact parameter, b.

To determine the time delay induced by the presence of
this gravitational source, we integrate a null geodesic from
the emitter to the observer. We consider the weak-field met-
ric for a single gravitational source,

ds2 = −(1 + 2
φ
c2

)c2dt2 + (1 − 2
φ
c2

)dχ2 + χ2dΩ2, (1)

where φ is the gravitational potential induced by the pres-
ence of a single gravitational source. In the presence of mul-
tiple sources, we note that this procedure can be used to
calculate the time delay for each source individually and
then the effects can be summed, since the fields are weak.

We choose a radial null geodesic along the l.o.s. from
the emitting source to the observer, working in coordinate
time, and find that the total l.t.t. is

t = t0 + ∆t =

∫ observe

emit

dt =

∫ observe

emit

1
c
(1 − 2

φ
c2

)dχ. (2)

c© 2007 RAS, MNRAS 000, 000–000
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FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)

BOUNDS FROM DYNAMIC SIGNALS (SHAPIRO)

• For small enough         ,

3 Stable clustering

In stable clustering approximation, the density density correlations are given by,

< �⇢(r1)�⇢(r1 +�r) >= µ⇢̄avg

Z
d
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• Low enough masses are simply incapable of producing signal

• RHS just like before, f ~ M,
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SHAPIRO SIGNAL SELDOM HAVE AN EARTH 
TERM:


SAMPLING VOLUMES DO NOT OVERLAP
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SIGNAL TO NOISE RATIO (STATIC SIGNALS)

• Taylor expand signal


• A constant first derivative i.e. spin-down already observed 
(incalculable from first principles). 


• Subtracted as part of the fitting procedure. 


• Second derivative much less common.


• Non-observation of second derivative can be used to set 
constraints.

Signal Duration  Time of observation≫
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BARYONS

MAJOR BACKGROUNDS

TABLE 1

The Cosmic Energy Inventory

Category Parameter Componentsa Totalsa

1..................................... Dark sector: 0.954 ! 0.003

1.1.................................. Dark energy 0.72 ! 0.03

1.2.................................. Dark matter 0.23 ! 0.03

1.3.................................. Primeval gravitational waves P10"10

2..................................... Primeval thermal remnants: 0.0010 ! 0.0005

2.1.................................. Electromagnetic radiation 10"4.3 ! 0.0

2.2.................................. Neutrinos 10"2.9 ! 0.1

2.3.................................. Prestellar nuclear binding energy "10"4.1 ! 0.0

3..................................... Baryon rest mass: 0.045 ! 0.003

3.1.................................. Warm intergalactic plasma 0.040 ! 0.003

3.1a................................ Virialized regions of galaxies 0.024 ! 0.005

3.1b................................ Intergalactic 0.016 ! 0.005

3.2.................................. Intracluster plasma 0.0018 ! 0.0007

3.3.................................. Main-sequence stars: spheroids and bulges 0.0015 ! 0.0004

3.4.................................. Main-sequence stars: disks and irregulars 0.00055 ! 0.00014

3.5.................................. White dwarfs 0.00036 ! 0.00008

3.6.................................. Neutron stars 0.00005 ! 0.00002

3.7.................................. Black holes 0.00007 ! 0.00002

3.8.................................. Substellar objects 0.00014 ! 0.00007

3.9.................................. H i + He i 0.00062 ! 0.00010

3.10................................ Molecular gas 0.00016 ! 0.00006

3.11................................ Planets 10"6

3.12................................ Condensed matter 10"5.6 ! 0.3

3.13................................ Sequestered in massive black holes 10"5:4(1þ !n)
4..................................... Primeval gravitational binding energy: "10"6.1 ! 0.1

4.1.................................. Virialized halos of galaxies "10"7.2

4.2.................................. Clusters "10"6.9

4.3.................................. Large-scale structure "10"6.2

5..................................... Binding energy from dissipative gravitational settling: "10"4.9

5.1.................................. Baryon-dominated parts of galaxies "10"8.8 ! 0.3

5.2.................................. Main-sequence stars and substellar objects "10"8.1

5.3.................................. White dwarfs "10"7.4

5.4.................................. Neutron stars "10"5.2

5.5.................................. Stellar mass black holes "10"4.2!s
5.6.................................. Galactic nuclei: early type "10"5.6!n
5.7.................................. Galactic nuclei: late type "10"5.8!n
6..................................... Poststellar nuclear binding energy: "10"5.2

6.1.................................. Main-sequence stars and substellar objects "10"5.8

6.2.................................. DiffAuse material in galaxies "10"6.5

6.3.................................. White dwarfs "10"5.6

6.4.................................. Clusters "10"6.5

6.5.................................. Intergalactic "10"6.2 ! 0.5

7..................................... Poststellar radiation: 10"5.7 ! 0.1

7.1.................................. Resolved radio-microwave 10"10.3 ! 0.3

7.2.................................. FIR 10"6.1

7.3.................................. Optical 10"5.8 ! 0.2

7.4.................................. X-ray–"-ray 10"7.9 ! 0.2

7.5.................................. Gravitational radiation: stellar mass binaries 10"9 ! 1

7.6.................................. Gravitational radiation: massive black holes 10"7.5 ! 0.5

8..................................... Stellar neutrinos: 10"5.5

8.1.................................. Nuclear burning 10"6.8

8.2.................................. White dwarf formation 10"7.7

8.3.................................. Core collapse 10"5.5

9..................................... Cosmic rays and magnetic fiBelds 10"8:3þ0:6
"0:3

10................................... Kinetic energy in the IGM 10"8.0 ! 0.3

a Based on Hubble parameter h ¼ 0:7.

Most of the baryonic component will also be co-rotating with pulsar or earth

Masataka Fukugita, P. J. E. Peebles, 0406095
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4.1.................................. Virialized halos of galaxies "10"7.2

4.2.................................. Clusters "10"6.9

4.3.................................. Large-scale structure "10"6.2

5..................................... Binding energy from dissipative gravitational settling: "10"4.9

5.1.................................. Baryon-dominated parts of galaxies "10"8.8 ! 0.3

5.2.................................. Main-sequence stars and substellar objects "10"8.1

5.3.................................. White dwarfs "10"7.4

5.4.................................. Neutron stars "10"5.2

5.5.................................. Stellar mass black holes "10"4.2!s
5.6.................................. Galactic nuclei: early type "10"5.6!n
5.7.................................. Galactic nuclei: late type "10"5.8!n
6..................................... Poststellar nuclear binding energy: "10"5.2

6.1.................................. Main-sequence stars and substellar objects "10"5.8

6.2.................................. DiffAuse material in galaxies "10"6.5

6.3.................................. White dwarfs "10"5.6

6.4.................................. Clusters "10"6.5

6.5.................................. Intergalactic "10"6.2 ! 0.5

7..................................... Poststellar radiation: 10"5.7 ! 0.1

7.1.................................. Resolved radio-microwave 10"10.3 ! 0.3

7.2.................................. FIR 10"6.1

7.3.................................. Optical 10"5.8 ! 0.2

7.4.................................. X-ray–"-ray 10"7.9 ! 0.2

7.5.................................. Gravitational radiation: stellar mass binaries 10"9 ! 1

7.6.................................. Gravitational radiation: massive black holes 10"7.5 ! 0.5

8..................................... Stellar neutrinos: 10"5.5

8.1.................................. Nuclear burning 10"6.8

8.2.................................. White dwarf formation 10"7.7

8.3.................................. Core collapse 10"5.5

9..................................... Cosmic rays and magnetic fiBelds 10"8:3þ0:6
"0:3

10................................... Kinetic energy in the IGM 10"8.0 ! 0.3

a Based on Hubble parameter h ¼ 0:7.

Most of the baryonic component will also be co-rotating with pulsar or earth
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BARYONS

MAJOR BACKGROUNDS

TABLE 1

The Cosmic Energy Inventory

Category Parameter Componentsa Totalsa

1..................................... Dark sector: 0.954 ! 0.003

1.1.................................. Dark energy 0.72 ! 0.03

1.2.................................. Dark matter 0.23 ! 0.03

1.3.................................. Primeval gravitational waves P10"10

2..................................... Primeval thermal remnants: 0.0010 ! 0.0005

2.1.................................. Electromagnetic radiation 10"4.3 ! 0.0

2.2.................................. Neutrinos 10"2.9 ! 0.1

2.3.................................. Prestellar nuclear binding energy "10"4.1 ! 0.0

3..................................... Baryon rest mass: 0.045 ! 0.003

3.1.................................. Warm intergalactic plasma 0.040 ! 0.003

3.1a................................ Virialized regions of galaxies 0.024 ! 0.005

3.1b................................ Intergalactic 0.016 ! 0.005

3.2.................................. Intracluster plasma 0.0018 ! 0.0007

3.3.................................. Main-sequence stars: spheroids and bulges 0.0015 ! 0.0004

3.4.................................. Main-sequence stars: disks and irregulars 0.00055 ! 0.00014

3.5.................................. White dwarfs 0.00036 ! 0.00008

3.6.................................. Neutron stars 0.00005 ! 0.00002

3.7.................................. Black holes 0.00007 ! 0.00002

3.8.................................. Substellar objects 0.00014 ! 0.00007

3.9.................................. H i + He i 0.00062 ! 0.00010

3.10................................ Molecular gas 0.00016 ! 0.00006

3.11................................ Planets 10"6

3.12................................ Condensed matter 10"5.6 ! 0.3

3.13................................ Sequestered in massive black holes 10"5:4(1þ !n)
4..................................... Primeval gravitational binding energy: "10"6.1 ! 0.1

4.1.................................. Virialized halos of galaxies "10"7.2

4.2.................................. Clusters "10"6.9

4.3.................................. Large-scale structure "10"6.2

5..................................... Binding energy from dissipative gravitational settling: "10"4.9

5.1.................................. Baryon-dominated parts of galaxies "10"8.8 ! 0.3

5.2.................................. Main-sequence stars and substellar objects "10"8.1

5.3.................................. White dwarfs "10"7.4

5.4.................................. Neutron stars "10"5.2

5.5.................................. Stellar mass black holes "10"4.2!s
5.6.................................. Galactic nuclei: early type "10"5.6!n
5.7.................................. Galactic nuclei: late type "10"5.8!n
6..................................... Poststellar nuclear binding energy: "10"5.2

6.1.................................. Main-sequence stars and substellar objects "10"5.8

6.2.................................. DiffAuse material in galaxies "10"6.5

6.3.................................. White dwarfs "10"5.6

6.4.................................. Clusters "10"6.5

6.5.................................. Intergalactic "10"6.2 ! 0.5

7..................................... Poststellar radiation: 10"5.7 ! 0.1

7.1.................................. Resolved radio-microwave 10"10.3 ! 0.3

7.2.................................. FIR 10"6.1

7.3.................................. Optical 10"5.8 ! 0.2

7.4.................................. X-ray–"-ray 10"7.9 ! 0.2

7.5.................................. Gravitational radiation: stellar mass binaries 10"9 ! 1

7.6.................................. Gravitational radiation: massive black holes 10"7.5 ! 0.5

8..................................... Stellar neutrinos: 10"5.5

8.1.................................. Nuclear burning 10"6.8

8.2.................................. White dwarf formation 10"7.7

8.3.................................. Core collapse 10"5.5

9..................................... Cosmic rays and magnetic fiBelds 10"8:3þ0:6
"0:3

10................................... Kinetic energy in the IGM 10"8.0 ! 0.3

a Based on Hubble parameter h ¼ 0:7.
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MAJOR BACKGROUNDS
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The Cosmic Energy Inventory

Category Parameter Componentsa Totalsa
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3..................................... Baryon rest mass: 0.045 ! 0.003
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3.10................................ Molecular gas 0.00016 ! 0.00006

3.11................................ Planets 10"6

3.12................................ Condensed matter 10"5.6 ! 0.3
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5.7.................................. Galactic nuclei: late type "10"5.8!n
6..................................... Poststellar nuclear binding energy: "10"5.2

6.1.................................. Main-sequence stars and substellar objects "10"5.8

6.2.................................. DiffAuse material in galaxies "10"6.5

6.3.................................. White dwarfs "10"5.6

6.4.................................. Clusters "10"6.5

6.5.................................. Intergalactic "10"6.2 ! 0.5

7..................................... Poststellar radiation: 10"5.7 ! 0.1

7.1.................................. Resolved radio-microwave 10"10.3 ! 0.3

7.2.................................. FIR 10"6.1

7.3.................................. Optical 10"5.8 ! 0.2

7.4.................................. X-ray–"-ray 10"7.9 ! 0.2

7.5.................................. Gravitational radiation: stellar mass binaries 10"9 ! 1

7.6.................................. Gravitational radiation: massive black holes 10"7.5 ! 0.5

8..................................... Stellar neutrinos: 10"5.5

8.1.................................. Nuclear burning 10"6.8

8.2.................................. White dwarf formation 10"7.7

8.3.................................. Core collapse 10"5.5

9..................................... Cosmic rays and magnetic fiBelds 10"8:3þ0:6
"0:3

10................................... Kinetic energy in the IGM 10"8.0 ! 0.3

a Based on Hubble parameter h ¼ 0:7.
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BARYONS

MAJOR BACKGROUNDS

TABLE 1

The Cosmic Energy Inventory

Category Parameter Componentsa Totalsa

1..................................... Dark sector: 0.954 ! 0.003

1.1.................................. Dark energy 0.72 ! 0.03

1.2.................................. Dark matter 0.23 ! 0.03

1.3.................................. Primeval gravitational waves P10"10

2..................................... Primeval thermal remnants: 0.0010 ! 0.0005

2.1.................................. Electromagnetic radiation 10"4.3 ! 0.0

2.2.................................. Neutrinos 10"2.9 ! 0.1

2.3.................................. Prestellar nuclear binding energy "10"4.1 ! 0.0

3..................................... Baryon rest mass: 0.045 ! 0.003

3.1.................................. Warm intergalactic plasma 0.040 ! 0.003

3.1a................................ Virialized regions of galaxies 0.024 ! 0.005

3.1b................................ Intergalactic 0.016 ! 0.005

3.2.................................. Intracluster plasma 0.0018 ! 0.0007

3.3.................................. Main-sequence stars: spheroids and bulges 0.0015 ! 0.0004

3.4.................................. Main-sequence stars: disks and irregulars 0.00055 ! 0.00014

3.5.................................. White dwarfs 0.00036 ! 0.00008

3.6.................................. Neutron stars 0.00005 ! 0.00002

3.7.................................. Black holes 0.00007 ! 0.00002

3.8.................................. Substellar objects 0.00014 ! 0.00007

3.9.................................. H i + He i 0.00062 ! 0.00010

3.10................................ Molecular gas 0.00016 ! 0.00006

3.11................................ Planets 10"6

3.12................................ Condensed matter 10"5.6 ! 0.3

3.13................................ Sequestered in massive black holes 10"5:4(1þ !n)
4..................................... Primeval gravitational binding energy: "10"6.1 ! 0.1

4.1.................................. Virialized halos of galaxies "10"7.2

4.2.................................. Clusters "10"6.9

4.3.................................. Large-scale structure "10"6.2

5..................................... Binding energy from dissipative gravitational settling: "10"4.9

5.1.................................. Baryon-dominated parts of galaxies "10"8.8 ! 0.3

5.2.................................. Main-sequence stars and substellar objects "10"8.1

5.3.................................. White dwarfs "10"7.4

5.4.................................. Neutron stars "10"5.2

5.5.................................. Stellar mass black holes "10"4.2!s
5.6.................................. Galactic nuclei: early type "10"5.6!n
5.7.................................. Galactic nuclei: late type "10"5.8!n
6..................................... Poststellar nuclear binding energy: "10"5.2

6.1.................................. Main-sequence stars and substellar objects "10"5.8

6.2.................................. DiffAuse material in galaxies "10"6.5

6.3.................................. White dwarfs "10"5.6

6.4.................................. Clusters "10"6.5

6.5.................................. Intergalactic "10"6.2 ! 0.5

7..................................... Poststellar radiation: 10"5.7 ! 0.1

7.1.................................. Resolved radio-microwave 10"10.3 ! 0.3

7.2.................................. FIR 10"6.1

7.3.................................. Optical 10"5.8 ! 0.2

7.4.................................. X-ray–"-ray 10"7.9 ! 0.2

7.5.................................. Gravitational radiation: stellar mass binaries 10"9 ! 1

7.6.................................. Gravitational radiation: massive black holes 10"7.5 ! 0.5

8..................................... Stellar neutrinos: 10"5.5

8.1.................................. Nuclear burning 10"6.8

8.2.................................. White dwarf formation 10"7.7

8.3.................................. Core collapse 10"5.5

9..................................... Cosmic rays and magnetic fiBelds 10"8:3þ0:6
"0:3

10................................... Kinetic energy in the IGM 10"8.0 ! 0.3

a Based on Hubble parameter h ¼ 0:7.
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SOURCES OF BACKGROUND

• Glitches: Sudden increase in frequency, followed by a 
slow relaxation (days-year). Reduced significantly for 
Earth Term


• We considered a simplistic white noise


• In reality:


• Dispersion through interstellar medium - frequency 
dependent and red 


• Some pulsars also suffer from intrinsic red noise


• Next step: use collaboration code to check signal survival



MONTECARLO SIMULATION

• Assume PBHs randomly distributed


• Isotropic Maxwell distribution with velocity truncated at vesc.


• Simulate NP randomly distributed pulsars at appropriate distances.


• Simulate order O(105) universes and require more than 95% 
universes pass SNR cut.



OPTIMISTIC ASSUMPTIONS

• NP = 1000


• T = 30 yr


• trms = 10 ns


• ∆t = 1 week


• z0 = 10 kpc



RESULTS FOR PBH : OPTIMISTIC 

Lensing constraint from Subaru, Machos, Eros, Ogle (MEO) and SN lensing
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• We have seen point-like objects till now.


• If size of the object < impact parameter,  
Newton’s shell theorem: treat object as point like


• Signal loss if object size > impact parameter.


• Can get conservative estimate with Menc(b).

MORE DIFFUSE OBJECTS



EXTENDED OBJECTS

• Parametrize the profile as NFW.

10

will yield stronger constraints for all proposed signals.

V. CONSTRAINTS ON SUBHALOS

We now turn to constraining more di↵use DM subha-
los, which as we now show, can be detected using the pro-
posed searches for compact objects. In principle, di↵use
subhalo signals can be calculated using the same proce-
dure we invoked for compact objects, namely, computing
�⌫/⌫ for the Doppler and Shapiro signals, and finding
the SNR using Eqs. (12) or (20), depending on the mass
range of interest. The induced strain by a passing object
is only dependent on the gradient of the gravitational po-
tential due to the passing object (see Eqs. (4) and (5)).
For a subhalo a distance r from the pulsar timing system,
Gauss’s law implies that the gradient of the potential is
given by,

r�(r) =
GM(r)r

r3
(33)

M(r) = 4⇡

Z r

0

r02⇢(r0) dr0, (34)

where the integral runs from the center of the subhalo
to the point of interest. Substituting this expression
into (4) or (5) gives �⌫/⌫ for a generic DM subhalo pro-
file. Computing the signal shape and size is, however,
rather involved; after all, M(r) is time dependent as the
halo moves. On the other hand, one can set conserva-
tive bounds by replacing M in Eqs. (14), (17), (21), and
(24), by the minimum M(r) over the time of observation,
which is calculated at the point of closest approach of the
halo to the pulsar (Doppler) or line of sight (Shapiro).

The above lower bound is a particularly good estimate
for dynamic signals. In this case the signal shape can
be split up into two components, the one from the in-
ner ring encapsulated by the impact parameter b and an
additional piece for the outer ring:

�⌫

⌫
=

�⌫

⌫

����
M(b)

+
�⌫

⌫

����
ring

. (35)

A matched filtering prescription is optimized to look for
a specific signal shape and hence would remove (part of)
the additional contribution from the ring, leaving behind
primarily a signal from the inner circle of radius b. While
more sophisticated analysis could improve and include
these e↵ects, it is beyond the scope of this work.

In the case of static signals, the non-compactness of
the subhalo manifests itself as additional contributions in
time derivatives ofM(r) in both the Doppler and Shapiro
signals, as well a deviation in the integral over the line of
sight, in the case of Shapiro. We have verified that these
corrections contribute O(1) to the lower bound evaluated
simply by taking M(r) as evaluated at the initial posi-
tion, M(r0).

To relate the limits computed earlier for PBHs to sub-
halos, it is convenient to define a sensitivity distance,

which is the typical distance of a compact object to the
pulsar (Doppler) or line of sight (Shapiro) in order to in-
duce a particular SNR (e.g. four). Limits on a particular
DM fraction at a given mass are set when the minimum
distance is smaller than this sensitivity distance.
The sensitivity distance in the case of dynamic signals

can be computed using Eqs. (21) and (24) with SKA
parameters given in Table I, and taking v ⇠ 10�3,

rPTA ⇠ 10�3 pc⇥

8
<

:

M
10�9 M�

(Doppler Dynamic)
⇣

M
10�3 M�

⌘2

(Shapiro Dynamic)
.

(36)

In the static limit, using Eqs. (14) and (17) give the
distances,

rPTA ⇠ 10�3 pc⇥

8
><

>:

⇣
M

10�8 M�

⌘ 1
3

(Doppler Static)
⇣

M
10�3 M�

⌘ 1
3

(Shapiro Static)
.

(37)

We plot the sensitivity distances as a function of mass in
Fig. 4. Note that in Fig. 4 the dynamic curves end at
r = vT since, if the object passes at larger r, it would
not satisfy the dynamic condition discussed earlier.
If the subhalo radius is smaller than the sensitivity

distance then its e↵ects on pulsar timing searches are
identical to a PBH of the same mass. On the other hand,
if the DM subhalo has a radius larger than the sensitivity
distance, it may still be constrained if renc, the inversion
of M(r), is less than the sensitivity distance for some
mass M . Physically, this means that the whole subhalo
is too di↵use to measure but the core may be compact
enough to measure.
To explore this possibility we consider two halo profiles

of the generic form,

⇢(r,Mvir) =
⇢s

(r/rs)
↵ (1 + r/rs)

�
, (38)

where Mvir is the virial mass of the halo, c ⌘ rvir/rs is
the concentration parameter, rvir ⌘ (3Mvir/800⇡⇢c)1/3

is the virial radius, and ⇢s is an overall normalization
factor fixed by requiring that the total mass inside of the
virial radius is the virial mass. The standard NFW profile
corresponds to taking ↵ = 1, � = 2, and an ultracompact
minihalo [62, 63] corresponds to ↵ = 9/4, � = 0 (though
see, e.g., [64] which suggests an ↵ = 3/2, � = 3/2 profile
can be a better fit to numerical simulations for halos
produced from gravitational collapse of some primordial
power spectra).
In Fig. 4 Left (Right) we plot renc for NFW (UCMH-

like ↵ = 9/4, � = 3/4) halos of virial mass Mvir =
10�7 M�, 10�1 M� and concentration parameters c =
100, 108 and the PBH-limit, c ! 1. For a given sub-
halo, if renc passes below a particular sensitivity curve
at a mass, M⇤, then the search is sensitive to an e↵ec-
tive subhalo of mass M⇤. These M⇤ mass subhalos make
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We now turn to constraining more di↵use DM subha-
los, which as we now show, can be detected using the pro-
posed searches for compact objects. In principle, di↵use
subhalo signals can be calculated using the same proce-
dure we invoked for compact objects, namely, computing
�⌫/⌫ for the Doppler and Shapiro signals, and finding
the SNR using Eqs. (12) or (20), depending on the mass
range of interest. The induced strain by a passing object
is only dependent on the gradient of the gravitational po-
tential due to the passing object (see Eqs. (4) and (5)).
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given by,
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where the integral runs from the center of the subhalo
to the point of interest. Substituting this expression
into (4) or (5) gives �⌫/⌫ for a generic DM subhalo pro-
file. Computing the signal shape and size is, however,
rather involved; after all, M(r) is time dependent as the
halo moves. On the other hand, one can set conserva-
tive bounds by replacing M in Eqs. (14), (17), (21), and
(24), by the minimum M(r) over the time of observation,
which is calculated at the point of closest approach of the
halo to the pulsar (Doppler) or line of sight (Shapiro).

The above lower bound is a particularly good estimate
for dynamic signals. In this case the signal shape can
be split up into two components, the one from the in-
ner ring encapsulated by the impact parameter b and an
additional piece for the outer ring:
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A matched filtering prescription is optimized to look for
a specific signal shape and hence would remove (part of)
the additional contribution from the ring, leaving behind
primarily a signal from the inner circle of radius b. While
more sophisticated analysis could improve and include
these e↵ects, it is beyond the scope of this work.

In the case of static signals, the non-compactness of
the subhalo manifests itself as additional contributions in
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signals, as well a deviation in the integral over the line of
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which is the typical distance of a compact object to the
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In the static limit, using Eqs. (14) and (17) give the
distances,

rPTA ⇠ 10�3 pc⇥

8
><
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⇣
M
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3
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⇣

M
10�3 M�

⌘ 1
3

(Shapiro Static)
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is the virial radius, and ⇢s is an overall normalization
factor fixed by requiring that the total mass inside of the
virial radius is the virial mass. The standard NFW profile
corresponds to taking ↵ = 1, � = 2, and an ultracompact
minihalo [62, 63] corresponds to ↵ = 9/4, � = 0 (though
see, e.g., [64] which suggests an ↵ = 3/2, � = 3/2 profile
can be a better fit to numerical simulations for halos
produced from gravitational collapse of some primordial
power spectra).
In Fig. 4 Left (Right) we plot renc for NFW (UCMH-

like ↵ = 9/4, � = 3/4) halos of virial mass Mvir =
10�7 M�, 10�1 M� and concentration parameters c =
100, 108 and the PBH-limit, c ! 1. For a given sub-
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dure we invoked for compact objects, namely, computing
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where the integral runs from the center of the subhalo
to the point of interest. Substituting this expression
into (4) or (5) gives �⌫/⌫ for a generic DM subhalo pro-
file. Computing the signal shape and size is, however,
rather involved; after all, M(r) is time dependent as the
halo moves. On the other hand, one can set conserva-
tive bounds by replacing M in Eqs. (14), (17), (21), and
(24), by the minimum M(r) over the time of observation,
which is calculated at the point of closest approach of the
halo to the pulsar (Doppler) or line of sight (Shapiro).

The above lower bound is a particularly good estimate
for dynamic signals. In this case the signal shape can
be split up into two components, the one from the in-
ner ring encapsulated by the impact parameter b and an
additional piece for the outer ring:

�⌫

⌫
=

�⌫

⌫

����
M(b)

+
�⌫

⌫

����
ring

. (35)

A matched filtering prescription is optimized to look for
a specific signal shape and hence would remove (part of)
the additional contribution from the ring, leaving behind
primarily a signal from the inner circle of radius b. While
more sophisticated analysis could improve and include
these e↵ects, it is beyond the scope of this work.

In the case of static signals, the non-compactness of
the subhalo manifests itself as additional contributions in
time derivatives ofM(r) in both the Doppler and Shapiro
signals, as well a deviation in the integral over the line of
sight, in the case of Shapiro. We have verified that these
corrections contribute O(1) to the lower bound evaluated
simply by taking M(r) as evaluated at the initial posi-
tion, M(r0).

To relate the limits computed earlier for PBHs to sub-
halos, it is convenient to define a sensitivity distance,

which is the typical distance of a compact object to the
pulsar (Doppler) or line of sight (Shapiro) in order to in-
duce a particular SNR (e.g. four). Limits on a particular
DM fraction at a given mass are set when the minimum
distance is smaller than this sensitivity distance.
The sensitivity distance in the case of dynamic signals

can be computed using Eqs. (21) and (24) with SKA
parameters given in Table I, and taking v ⇠ 10�3,

rPTA ⇠ 10�3 pc⇥

8
<

:

M
10�9 M�

(Doppler Dynamic)
⇣

M
10�3 M�

⌘2

(Shapiro Dynamic)
.

(36)

In the static limit, using Eqs. (14) and (17) give the
distances,

rPTA ⇠ 10�3 pc⇥

8
><

>:

⇣
M

10�8 M�

⌘ 1
3

(Doppler Static)
⇣

M
10�3 M�

⌘ 1
3

(Shapiro Static)
.

(37)

We plot the sensitivity distances as a function of mass in
Fig. 4. Note that in Fig. 4 the dynamic curves end at
r = vT since, if the object passes at larger r, it would
not satisfy the dynamic condition discussed earlier.
If the subhalo radius is smaller than the sensitivity

distance then its e↵ects on pulsar timing searches are
identical to a PBH of the same mass. On the other hand,
if the DM subhalo has a radius larger than the sensitivity
distance, it may still be constrained if renc, the inversion
of M(r), is less than the sensitivity distance for some
mass M . Physically, this means that the whole subhalo
is too di↵use to measure but the core may be compact
enough to measure.
To explore this possibility we consider two halo profiles

of the generic form,

⇢(r,Mvir) =
⇢s

(r/rs)
↵ (1 + r/rs)

�
, (38)

where Mvir is the virial mass of the halo, c ⌘ rvir/rs is
the concentration parameter, rvir ⌘ (3Mvir/800⇡⇢c)1/3

is the virial radius, and ⇢s is an overall normalization
factor fixed by requiring that the total mass inside of the
virial radius is the virial mass. The standard NFW profile
corresponds to taking ↵ = 1, � = 2, and an ultracompact
minihalo [62, 63] corresponds to ↵ = 9/4, � = 0 (though
see, e.g., [64] which suggests an ↵ = 3/2, � = 3/2 profile
can be a better fit to numerical simulations for halos
produced from gravitational collapse of some primordial
power spectra).
In Fig. 4 Left (Right) we plot renc for NFW (UCMH-

like ↵ = 9/4, � = 3/4) halos of virial mass Mvir =
10�7 M�, 10�1 M� and concentration parameters c =
100, 108 and the PBH-limit, c ! 1. For a given sub-
halo, if renc passes below a particular sensitivity curve
at a mass, M⇤, then the search is sensitive to an e↵ec-
tive subhalo of mass M⇤. These M⇤ mass subhalos make
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will yield stronger constraints for all proposed signals.

V. CONSTRAINTS ON SUBHALOS

We now turn to constraining more di↵use DM subha-
los, which as we now show, can be detected using the pro-
posed searches for compact objects. In principle, di↵use
subhalo signals can be calculated using the same proce-
dure we invoked for compact objects, namely, computing
�⌫/⌫ for the Doppler and Shapiro signals, and finding
the SNR using Eqs. (12) or (20), depending on the mass
range of interest. The induced strain by a passing object
is only dependent on the gradient of the gravitational po-
tential due to the passing object (see Eqs. (4) and (5)).
For a subhalo a distance r from the pulsar timing system,
Gauss’s law implies that the gradient of the potential is
given by,

r�(r) =
GM(r)r

r3
(33)

M(r) = 4⇡

Z r

0

r02⇢(r0) dr0, (34)

where the integral runs from the center of the subhalo
to the point of interest. Substituting this expression
into (4) or (5) gives �⌫/⌫ for a generic DM subhalo pro-
file. Computing the signal shape and size is, however,
rather involved; after all, M(r) is time dependent as the
halo moves. On the other hand, one can set conserva-
tive bounds by replacing M in Eqs. (14), (17), (21), and
(24), by the minimum M(r) over the time of observation,
which is calculated at the point of closest approach of the
halo to the pulsar (Doppler) or line of sight (Shapiro).

The above lower bound is a particularly good estimate
for dynamic signals. In this case the signal shape can
be split up into two components, the one from the in-
ner ring encapsulated by the impact parameter b and an
additional piece for the outer ring:

�⌫

⌫
=

�⌫

⌫

����
M(b)

+
�⌫

⌫

����
ring

. (35)

A matched filtering prescription is optimized to look for
a specific signal shape and hence would remove (part of)
the additional contribution from the ring, leaving behind
primarily a signal from the inner circle of radius b. While
more sophisticated analysis could improve and include
these e↵ects, it is beyond the scope of this work.

In the case of static signals, the non-compactness of
the subhalo manifests itself as additional contributions in
time derivatives ofM(r) in both the Doppler and Shapiro
signals, as well a deviation in the integral over the line of
sight, in the case of Shapiro. We have verified that these
corrections contribute O(1) to the lower bound evaluated
simply by taking M(r) as evaluated at the initial posi-
tion, M(r0).

To relate the limits computed earlier for PBHs to sub-
halos, it is convenient to define a sensitivity distance,

which is the typical distance of a compact object to the
pulsar (Doppler) or line of sight (Shapiro) in order to in-
duce a particular SNR (e.g. four). Limits on a particular
DM fraction at a given mass are set when the minimum
distance is smaller than this sensitivity distance.
The sensitivity distance in the case of dynamic signals

can be computed using Eqs. (21) and (24) with SKA
parameters given in Table I, and taking v ⇠ 10�3,

rPTA ⇠ 10�3 pc⇥

8
<

:

M
10�9 M�

(Doppler Dynamic)
⇣

M
10�3 M�

⌘2

(Shapiro Dynamic)
.

(36)

In the static limit, using Eqs. (14) and (17) give the
distances,

rPTA ⇠ 10�3 pc⇥

8
><

>:

⇣
M

10�8 M�

⌘ 1
3

(Doppler Static)
⇣

M
10�3 M�

⌘ 1
3

(Shapiro Static)
.

(37)

We plot the sensitivity distances as a function of mass in
Fig. 4. Note that in Fig. 4 the dynamic curves end at
r = vT since, if the object passes at larger r, it would
not satisfy the dynamic condition discussed earlier.
If the subhalo radius is smaller than the sensitivity

distance then its e↵ects on pulsar timing searches are
identical to a PBH of the same mass. On the other hand,
if the DM subhalo has a radius larger than the sensitivity
distance, it may still be constrained if renc, the inversion
of M(r), is less than the sensitivity distance for some
mass M . Physically, this means that the whole subhalo
is too di↵use to measure but the core may be compact
enough to measure.
To explore this possibility we consider two halo profiles

of the generic form,

⇢(r,Mvir) =
⇢s

(r/rs)
↵ (1 + r/rs)

�
, (38)

where Mvir is the virial mass of the halo, c ⌘ rvir/rs is
the concentration parameter, rvir ⌘ (3Mvir/800⇡⇢c)1/3

is the virial radius, and ⇢s is an overall normalization
factor fixed by requiring that the total mass inside of the
virial radius is the virial mass. The standard NFW profile
corresponds to taking ↵ = 1, � = 2, and an ultracompact
minihalo [62, 63] corresponds to ↵ = 9/4, � = 0 (though
see, e.g., [64] which suggests an ↵ = 3/2, � = 3/2 profile
can be a better fit to numerical simulations for halos
produced from gravitational collapse of some primordial
power spectra).
In Fig. 4 Left (Right) we plot renc for NFW (UCMH-

like ↵ = 9/4, � = 3/4) halos of virial mass Mvir =
10�7 M�, 10�1 M� and concentration parameters c =
100, 108 and the PBH-limit, c ! 1. For a given sub-
halo, if renc passes below a particular sensitivity curve
at a mass, M⇤, then the search is sensitive to an e↵ec-
tive subhalo of mass M⇤. These M⇤ mass subhalos make

Retrieve PBH in the large c limit
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we can see in Fig. 4, a Doppler search is sensitive to the
largest radii, followed by a Shapiro delay search.

A similar procedure can be adopted to translate mi-
crolensing constraints for PBHs to subhalos. This time
the sensitivity radius corresponds the Einstein radius, rE ,
above which microlensing experiments will not see mod-
ulations in the source brightness. The Einstein radius for
a source and lens at distance DS and DL respectively is
given by,

rE '

✓
4GM

(DS �DL)DL

DS

◆1/2

. (40)

The sources considered by microlensing experiments
range from nearby stars [26, 27], the Large Magellanic
Cloud (e.g.,[23, 24]), Andromeda (e.g., [25]), and even
distant supernova [29]. For stellar sources, the distances
areO(1�100 kpc) while supernovae are sensitive to much
larger distances, O(Gpc). The typical Einstein radii of
these sources are,

rE ⇠

8
><

>:

10�6 pc
⇣

M
10�4 M�

⌘ 1
2

(Stellar Lensing)

10�2 pc
⇣

M
10M�

⌘ 1
2

(Supernovae Lensing)
,

(41)

and are illustrated in Fig. 4. For di↵use halos with radii
much larger than this distance microlensing is unable to
see a significant signal. Note that because the Einstein
radii are much smaller than the PTA sensitivity distance,
time delays due to the creation of multiple source images
(as considered in Ref. [32]) are subdominant to the e↵ects
considered here.

Finally, we use Eq. (39) and the intersections in Fig. 4
to find limits on the dark matter fraction f as a function
of the total DM subhalo mass, Mvir, in Fig. 5 for the
SKA pulsar set defined in Sec. IV as SC3. The lensing
constraints are scaled in the same way as pulsar timing,
where we take the sensitivity line to be the characteristic
Einstein radius from objects in the Andromeda galaxy
for the Subaru constraint and from objects in the Milky
Way for the MACHO/Eros/Ogle constraint curve.

We observe in Fig. 5 that in the PBH-limit, in most
of the mass range, constraints in SC3 are stronger for
lensing compared to pulsar timing; however as the con-
centration parameter is decreased, lensing drops o↵ in
sensitivity relative to PTAs. We find that for NFW
halos with c = 108 the Subaru search is only sensitive
to halos of M & 10�9 M�. For a CDM-inspired [65]
concentration parameter c = 100, we no longer observe
any sensitivity from lensing, while PTAs can constrain
a non-negligible f . Note, however, that this sensitivity
occurs only for very low halo masses (significantly below
an Earth mass) where one expects halo disruption. On
the other hand, for slightly higher concentration param-
eters, e.g. c = 103, sensitivity to f < 1 occurs similarly
to c = 100 for low mass halos, but also for M & 10�3 M�
for a static Doppler search.

While our analysis of di↵use halos is schematic and
su↵ers from O(1) corrections, it serves to emphasize
the complementarity between lensing and pulsar timing
probes. Fully exploiting the potential of PTAs to con-
strain di↵use halos and specific models of structure for-
mation is an intriguing problem which we leave for future
work [50].

VI. CONCLUSIONS

In this work we considered pulsar timing constraints
on DM compact objects, focusing on primordial black
holes and subhalos. We studied pulsar timing signatures
over the mass range from 10�12 M� to 100M� finding
that, depending on an objects mass, di↵erent searches
are required to detect it. We examined four di↵erent
types of searches, dynamic and static signals, each aris-
ing from Doppler and Shapiro time delays. Importantly,
we computed the signals in three-dimensions and high-
lighted their relation to one another. Furthermore, us-
ing a Monte Carlo analysis we performed projections
for pulsar timing capabilities using current and future
pulsar timing experiments and understood their scaling
using analytic techniques. With dedicated searches we
found that current pulsar timing arrays can, over the next
decade, set non-negligible constraints through dynamic
searches. Farther into the future, we expect sub-percent
level constraints over the entire range with upcoming pul-
sar timing arrays.
There are two primary ways in which the capabilities

of detecting DM compact objects from pulsar timing can
be drastically improved. First, we assumed that all DM
compact objects are in regions with DM density compara-
ble to our local density. If instead pulsars are discovered
in DM-dense regions (e.g., close to the galactic center or
within dwarf galaxies), then it is possible to quickly im-
prove the power of Doppler signals. Similarly if pulsars
are discovered with a line of sight passing through a DM-
dense region, then the capabilities of a Shapiro search
will be greatly enhanced. Second, the Shapiro search po-
tential is sensitive to the distance to the pulsar (in the
case of uniform density, limits on the fraction of the DM
constrained scale linearly with the baseline), such that if
pulsars are discovered significantly farther from our lo-
cal neighborhood (e.g., extra-galactic pulsars), then the
Shapiro search will quickly become more powerful.
The constraints studied here apply to substructure

which has survived to the present day, and we do not
attempt to relate these substructures to specific astro-
physical or particle physics models. Relating structure
on such small scales to a model is a challenging exer-
cise due to the uncertainties on the survival of low-mass
subhalos to the present epoch. Previously, Refs. [48, 49]
considered evolution of subhalos in a vanilla Cold DM
(CDM) paradigm with Stable Clustering and spherical
halo models to predict halo substructure, and came to op-
posite conclusions about the feasibility of detecting DM

PBH microlensing on M31 star
• Lensed image can’t be resolved 

with optical resolution (~10-8

arcsec) � only light curve is a 
signal

• Huge volume
• MW/M31 halo ~ 1012Msun (we 

assumed NFW models)
• PBH has a peculiar velocity of 

~200km/s
• Need to monitor brightness of the 

same star as a function of “time”
(time domain astronomy)
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will yield stronger constraints for all proposed signals.

V. CONSTRAINTS ON SUBHALOS

We now turn to constraining more di↵use DM subha-
los, which as we now show, can be detected using the pro-
posed searches for compact objects. In principle, di↵use
subhalo signals can be calculated using the same proce-
dure we invoked for compact objects, namely, computing
�⌫/⌫ for the Doppler and Shapiro signals, and finding
the SNR using Eqs. (12) or (20), depending on the mass
range of interest. The induced strain by a passing object
is only dependent on the gradient of the gravitational po-
tential due to the passing object (see Eqs. (4) and (5)).
For a subhalo a distance r from the pulsar timing system,
Gauss’s law implies that the gradient of the potential is
given by,

r�(r) =
GM(r)r

r3
(33)

M(r) = 4⇡

Z r

0

r02⇢(r0) dr0, (34)

where the integral runs from the center of the subhalo
to the point of interest. Substituting this expression
into (4) or (5) gives �⌫/⌫ for a generic DM subhalo pro-
file. Computing the signal shape and size is, however,
rather involved; after all, M(r) is time dependent as the
halo moves. On the other hand, one can set conserva-
tive bounds by replacing M in Eqs. (14), (17), (21), and
(24), by the minimum M(r) over the time of observation,
which is calculated at the point of closest approach of the
halo to the pulsar (Doppler) or line of sight (Shapiro).

The above lower bound is a particularly good estimate
for dynamic signals. In this case the signal shape can
be split up into two components, the one from the in-
ner ring encapsulated by the impact parameter b and an
additional piece for the outer ring:

�⌫

⌫
=

�⌫

⌫

����
M(b)

+
�⌫

⌫

����
ring

. (35)

A matched filtering prescription is optimized to look for
a specific signal shape and hence would remove (part of)
the additional contribution from the ring, leaving behind
primarily a signal from the inner circle of radius b. While
more sophisticated analysis could improve and include
these e↵ects, it is beyond the scope of this work.

In the case of static signals, the non-compactness of
the subhalo manifests itself as additional contributions in
time derivatives ofM(r) in both the Doppler and Shapiro
signals, as well a deviation in the integral over the line of
sight, in the case of Shapiro. We have verified that these
corrections contribute O(1) to the lower bound evaluated
simply by taking M(r) as evaluated at the initial posi-
tion, M(r0).

To relate the limits computed earlier for PBHs to sub-
halos, it is convenient to define a sensitivity distance,

which is the typical distance of a compact object to the
pulsar (Doppler) or line of sight (Shapiro) in order to in-
duce a particular SNR (e.g. four). Limits on a particular
DM fraction at a given mass are set when the minimum
distance is smaller than this sensitivity distance.
The sensitivity distance in the case of dynamic signals

can be computed using Eqs. (21) and (24) with SKA
parameters given in Table I, and taking v ⇠ 10�3,

rPTA ⇠ 10�3 pc⇥

8
<

:

M
10�9 M�

(Doppler Dynamic)
⇣

M
10�3 M�

⌘2

(Shapiro Dynamic)
.

(36)

In the static limit, using Eqs. (14) and (17) give the
distances,

rPTA ⇠ 10�3 pc⇥

8
><

>:

⇣
M

10�8 M�

⌘ 1
3

(Doppler Static)
⇣

M
10�3 M�

⌘ 1
3

(Shapiro Static)
.

(37)

We plot the sensitivity distances as a function of mass in
Fig. 4. Note that in Fig. 4 the dynamic curves end at
r = vT since, if the object passes at larger r, it would
not satisfy the dynamic condition discussed earlier.
If the subhalo radius is smaller than the sensitivity

distance then its e↵ects on pulsar timing searches are
identical to a PBH of the same mass. On the other hand,
if the DM subhalo has a radius larger than the sensitivity
distance, it may still be constrained if renc, the inversion
of M(r), is less than the sensitivity distance for some
mass M . Physically, this means that the whole subhalo
is too di↵use to measure but the core may be compact
enough to measure.
To explore this possibility we consider two halo profiles

of the generic form,

⇢(r,Mvir) =
⇢s

(r/rs)
↵ (1 + r/rs)

�
, (38)

where Mvir is the virial mass of the halo, c ⌘ rvir/rs is
the concentration parameter, rvir ⌘ (3Mvir/800⇡⇢c)1/3

is the virial radius, and ⇢s is an overall normalization
factor fixed by requiring that the total mass inside of the
virial radius is the virial mass. The standard NFW profile
corresponds to taking ↵ = 1, � = 2, and an ultracompact
minihalo [62, 63] corresponds to ↵ = 9/4, � = 0 (though
see, e.g., [64] which suggests an ↵ = 3/2, � = 3/2 profile
can be a better fit to numerical simulations for halos
produced from gravitational collapse of some primordial
power spectra).
In Fig. 4 Left (Right) we plot renc for NFW (UCMH-

like ↵ = 9/4, � = 3/4) halos of virial mass Mvir =
10�7 M�, 10�1 M� and concentration parameters c =
100, 108 and the PBH-limit, c ! 1. For a given sub-
halo, if renc passes below a particular sensitivity curve
at a mass, M⇤, then the search is sensitive to an e↵ec-
tive subhalo of mass M⇤. These M⇤ mass subhalos make
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we can see in Fig. 4, a Doppler search is sensitive to the
largest radii, followed by a Shapiro delay search.

A similar procedure can be adopted to translate mi-
crolensing constraints for PBHs to subhalos. This time
the sensitivity radius corresponds the Einstein radius, rE ,
above which microlensing experiments will not see mod-
ulations in the source brightness. The Einstein radius for
a source and lens at distance DS and DL respectively is
given by,

rE '

✓
4GM

(DS �DL)DL

DS

◆1/2

. (40)

The sources considered by microlensing experiments
range from nearby stars [26, 27], the Large Magellanic
Cloud (e.g.,[23, 24]), Andromeda (e.g., [25]), and even
distant supernova [29]. For stellar sources, the distances
areO(1�100 kpc) while supernovae are sensitive to much
larger distances, O(Gpc). The typical Einstein radii of
these sources are,

rE ⇠

8
><

>:

10�6 pc
⇣

M
10�4 M�

⌘ 1
2

(Stellar Lensing)

10�2 pc
⇣

M
10M�

⌘ 1
2

(Supernovae Lensing)
,

(41)

and are illustrated in Fig. 4. For di↵use halos with radii
much larger than this distance microlensing is unable to
see a significant signal. Note that because the Einstein
radii are much smaller than the PTA sensitivity distance,
time delays due to the creation of multiple source images
(as considered in Ref. [32]) are subdominant to the e↵ects
considered here.

Finally, we use Eq. (39) and the intersections in Fig. 4
to find limits on the dark matter fraction f as a function
of the total DM subhalo mass, Mvir, in Fig. 5 for the
SKA pulsar set defined in Sec. IV as SC3. The lensing
constraints are scaled in the same way as pulsar timing,
where we take the sensitivity line to be the characteristic
Einstein radius from objects in the Andromeda galaxy
for the Subaru constraint and from objects in the Milky
Way for the MACHO/Eros/Ogle constraint curve.

We observe in Fig. 5 that in the PBH-limit, in most
of the mass range, constraints in SC3 are stronger for
lensing compared to pulsar timing; however as the con-
centration parameter is decreased, lensing drops o↵ in
sensitivity relative to PTAs. We find that for NFW
halos with c = 108 the Subaru search is only sensitive
to halos of M & 10�9 M�. For a CDM-inspired [65]
concentration parameter c = 100, we no longer observe
any sensitivity from lensing, while PTAs can constrain
a non-negligible f . Note, however, that this sensitivity
occurs only for very low halo masses (significantly below
an Earth mass) where one expects halo disruption. On
the other hand, for slightly higher concentration param-
eters, e.g. c = 103, sensitivity to f < 1 occurs similarly
to c = 100 for low mass halos, but also for M & 10�3 M�
for a static Doppler search.

While our analysis of di↵use halos is schematic and
su↵ers from O(1) corrections, it serves to emphasize
the complementarity between lensing and pulsar timing
probes. Fully exploiting the potential of PTAs to con-
strain di↵use halos and specific models of structure for-
mation is an intriguing problem which we leave for future
work [50].

VI. CONCLUSIONS

In this work we considered pulsar timing constraints
on DM compact objects, focusing on primordial black
holes and subhalos. We studied pulsar timing signatures
over the mass range from 10�12 M� to 100M� finding
that, depending on an objects mass, di↵erent searches
are required to detect it. We examined four di↵erent
types of searches, dynamic and static signals, each aris-
ing from Doppler and Shapiro time delays. Importantly,
we computed the signals in three-dimensions and high-
lighted their relation to one another. Furthermore, us-
ing a Monte Carlo analysis we performed projections
for pulsar timing capabilities using current and future
pulsar timing experiments and understood their scaling
using analytic techniques. With dedicated searches we
found that current pulsar timing arrays can, over the next
decade, set non-negligible constraints through dynamic
searches. Farther into the future, we expect sub-percent
level constraints over the entire range with upcoming pul-
sar timing arrays.
There are two primary ways in which the capabilities

of detecting DM compact objects from pulsar timing can
be drastically improved. First, we assumed that all DM
compact objects are in regions with DM density compara-
ble to our local density. If instead pulsars are discovered
in DM-dense regions (e.g., close to the galactic center or
within dwarf galaxies), then it is possible to quickly im-
prove the power of Doppler signals. Similarly if pulsars
are discovered with a line of sight passing through a DM-
dense region, then the capabilities of a Shapiro search
will be greatly enhanced. Second, the Shapiro search po-
tential is sensitive to the distance to the pulsar (in the
case of uniform density, limits on the fraction of the DM
constrained scale linearly with the baseline), such that if
pulsars are discovered significantly farther from our lo-
cal neighborhood (e.g., extra-galactic pulsars), then the
Shapiro search will quickly become more powerful.
The constraints studied here apply to substructure

which has survived to the present day, and we do not
attempt to relate these substructures to specific astro-
physical or particle physics models. Relating structure
on such small scales to a model is a challenging exer-
cise due to the uncertainties on the survival of low-mass
subhalos to the present epoch. Previously, Refs. [48, 49]
considered evolution of subhalos in a vanilla Cold DM
(CDM) paradigm with Stable Clustering and spherical
halo models to predict halo substructure, and came to op-
posite conclusions about the feasibility of detecting DM
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FIG. 6: The most stringent 90th percentile upper limits on the PBH dark matter abundance

fdm ⌘ ⌦/⌦dm for di↵erent PBH masses, M . The results in the present work are labelled as

‘Bayesian’ while the sensitivity projections in Refs. [33, 34] are labelled as ‘Frequentist’.

results up to a factor of two for all mass ranges for the Doppler search and most mass ranges for the

Shapiro search. This implies that non-negligible constraints on PBHs with mass 10�8–102M� and

mass 10�11–102M� can be placed in the next decade and the decade after respectively.

We have also investigated the e↵ects of red noise on the sensitivity of dark matter signals, where

we found that the upper limits on the PBH dark matter abundance fdm weaken by over an order

of magnitude when red noise from supermassive black hole binaries is introduced in the present

framework. While this might eliminate any hope of detecting dark matter with PTAs in the near

future, we note that significant progress is being made by the PTA community in separating signals

from di↵erent physical processes. In particular, if the timing residuals due to red noise (pulsar intrinsic

or pulsar correlated) are identified to high precision (instead of only the amplitude and the spectral

index in frequency space), we will be able to subtract the contribution from red noise and mitigate

its e↵ects, since the dark matter signal shape studied here is not degenerate with the red noise. We

hope that this work will motivate future work in the PTA community in separating signals of di↵erent

sources.

This work only formulates the detection of PBHs and PBH-like substructures. To distinguish

between di↵erent dark matter models, it is important to also develop a formalism that works for

dark matter substructure with general halo mass functions and density profiles. In addition, many

dark matter models include additional couplings between dark matter and the standard model beyond

• Mock Data analysis. arXiv: 2104.06717 (Lee, Taylor, Tricke, Zurek)


• Includes subtractions of known background sources

(My work)
(Their Work)NANOGRAV pipeline

Our Work



CURRENT DATA RELEASE

• arXiv: 2306.16219 [The NANOGrav 15-year Data Set: Search for 
Signals from New Physics]NANOGrav 15-year New-Physics Signals 39

gX�X̄X + gn�n̄n, where X and n are the e↵ective DM
and neutron fields, and � is a massive (but potentially
light) scalar or vector field. The e↵ective coupling is re-
lated to the coupling constants by ↵̃ ⇡ gngX

4⇡GmXmn
, where

mn is the neutron mass. These interactions are con-
strained to be weaker than gravity for the mass range
M . 100 GeV by the CMB, Lyman-↵ forest (Xu et al.
2018), and direct detection experiments such as X-ray
Quantum Calorimeter (XQC) (Mahdawi & Farrar 2018)
and Cryogenic Rare Event Search with Superconducting
Thermometers (CRESST) (Angloher et al. 2017) (for a
review on these constraints see Xu & Farrar (2020)).
However, stronger-than-gravity fifth forces are allowed
if M � 100 GeV, even when X accounts for the en-
tirety of the DM population.

If present, these Yukawa interactions will contribute
to the pulsar’s acceleration induced by a transiting
DM substructure and contribute to the Doppler signal
discussed before (the expression for the Yukawa con-
tribution to the Doppler signal can be found in Ap-
pendix C.6). Therefore, as shown by Gresham et al.
(2023), following a procedure similar to the one used to
constrain the abundance of PBHs, we can constrain the
value of the Yukawa parameter, ↵̃ . Specifically, for each
given value of ↵̃ and M , we use the Monte Carlo code
developed by Lee et al. (2021a) to generate a population
of DM substructure surrounding each of the pulsars in
our array. From this distribution, we derive the am-
plitude of the static Doppler signal generated by the
closest transiting substructure by considering the accel-
eration induced by both the gravitational and Yukawa
interaction. By repeating this procedure for multiple
populations of DM substructure, we derive the distri-
bution p(log10 AI |↵̃). By plugging this quantity into an
expression similar to the one given in Eq. (71), we can
derive p(↵̃|�t) and use this quantity to constrain ↵̃.

RESULTS AND DISCUSSION

We start by searching for PBH signals on top of a
GWB that we model as a power law with amplitude and
spectral index allowed to float within the following prior
ranges: log10 AGWB 2 [�11, �18] and �GWB 2 [0, 7]. We
find no statistically significant evidence for any of the
PBH signals described in the previous section. There-
fore, we proceed to set constraints on the local PBH
abundance. The prior distributions used for the PBH
signal parameters are reported in Table 3.

The 95% upper limits on fPBH derived from the static
Doppler and Shapiro signals are reported in Fig. 17. The
dynamic Doppler signal is too weak to produce any de-
tectable signal for any of the fPBH values considered.
These are the first constraints on fPBH derived using

10�6 10�4 10�2 1 102 104

M [M�]

102

103

f P
B

H

Doppler Static

Shapiro Static

Figure 17. Constraints at the 95% credible level on the local
PBH abundance derived from the search for static Doppler
(red shaded region) and static Shapiro signals (blue shaded
region). The solid lines interpolate between the PBH masses
simulated in this work, while the red dashed line shows an
extrapolation of the constraints to higher masses.

real PTA data. As expected, our constraints are much
weaker compared to the projections that were derived
by Lee et al. (2021b) using mock data and including
only white noise. Indeed, as already discussed by Lee
et al. (2021b), the presence of a common red-noise pro-
cess significantly reduces the sensitivity to PBH signals.

Finally, in Fig. 18 we show the constraints on ↵̃ set by
NG15 data. These constraints are compared with sev-
eral other constraints that can be placed on ↵̃. Specifi-
cally, in teal we show weak equivalence principle (WEP)
constraints (Wagner et al. 2012; Shao et al. 2018; Sun
et al. 2019) (properly rescaled to take into account the
finite range of the interaction (Gresham et al. 2023))
derived by considering di↵erential acceleration of bary-
onic test bodies toward the galactic center. In blue we
report constraints from neutron star (NS) heating (as-
suming additional short-range DM-baryon interaction)
induced by DM capture (Gresham et al. 2023), derived
from the coldest known NS to date - PSR J2144-3933
(Guillot et al. 2019). And in gray we report the indirect
constraints that can be derived by combining the fifth-
force constraints on baryon-baryon interactions (Bergé
et al. 2018; Fayet 2019), and Bullet Cluster constraints
on DM-DM interactions (Spergel & Steinhardt 2000;
Kahlhoefer et al. 2014) (see Coskuner et al. (2019); Gre-
sham et al. (2023)). We find that the NG15 constraints



OUTLOOK
• MSPs across the GC?


• in DM rich environments?


•  Extra galactic MSPs?


• Non-gravitational long range forces?


• Better understanding of subhalos today given an initial Power Spectrum


• Limits on subhalos today into limits on primordial power spectrum?


• Understanding better the map between substructure or the lack thereof 
today and particle physics models.



CONCLUSIONS

• Pulsar timing can probe structure at a wide range of small scales.


• Doppler and Shapiro delays, especially in the dynamic regime, can 
provide a compelling discovery signal for DM subhalos.


• Probing CDM subhalos could be viable.



BACKUP
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FIG. 5: The 90th percentile upper limits on the PBH dark matter abundance fdm ⌘ ⌦/⌦dm for

di↵erent PBH masses, M . The top and bottom rows correspond to the SKA and optimistic

parameters defined in Table I, while the three columns corresponding to the Doppler static, Doppler

dynamic and Shapiro static searches, respectively. The results for this work are shown in solid lines

while the dotted lines denote the projected sensitivity using the frequentist formalism developed in

Refs. [33, 34]. Note that the previous results quoted here do not distinguish between static and

dynamic searches. The lines labelled ‘All pulsars’ and ‘Max pulsar’ labels show the upper limits

derived using all pulsars and only the pulsar with maximum signal amplitude respectively.

of magnitude when red noise is present in the data.8

V. CONCLUSIONS

In this work, we have provided a Bayesian framework for detecting dark matter substructure with

Pulsar Timing Arrays, which bridges the gap between our previous work [31, 33, 34] and realistic PTA

data. Using mock data with well-motivated pulsar parameters, we found that for mock pulsars with

white noise only, the upper limits placed on the PBH dark matter abundance agree with our previous

8
In practice, instead of only considering the upper limits on A, one would have to perform the overlapping integrals

using Eqs. (22)-(23) to compute the posterior distribution of fdm. Hence this analysis is an order of magnitude estimate

of the e↵ects of Ared on fdm. We did not perform a full analysis on mock data with red noise since that would require

us to run the MC simulations with unrealistically high fdm, which is computationally challenging.
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FIG. 4: Constraints are shown for ‘core-only’ halos with density ⇢s vs core mass Ms. PTA

constraints have the same color scheme as Fig. (2) and Fig. (3) and are shown as a band

between f = 1 and f = 0.3. Core densities predicted by ⇤CDM in solid-black is shown for

reference. The region below the dashed-black line corresponding to ⇢s = ⇢DM is unphysical.

Also shown in dashed-gray are projections from photometric lensing [12, 32], ↵ and µ lensing

from astrometric lensing in Gaia data [18–20] and di↵raction of BH mergers observable in

aLIGO[7, 50].

The deterministic signal strain, shown in the top row of Fig. (5), is from the pulsar term

SNR and therefore

Sdet = f

����
Z

dt e2⇡ifth(t)

���� , (40)

where h is the subtracted signal in Eq. (27). The stochastic signal SNR depends on a two

dimensional integral, as seen in Eq. (39), and therefore the signal strain cannot be plotted as

simply as the deterministic signal strain. Instead we show a one-dimensional slice f = f0, where

the signal strains for the Doppler (Shapiro) delays, Sstoch
D(S) , can be written in terms of a power,

Error bands correspond to f=1 and f=0.3

Monochromatic



EXTENDED HALO MASS FUNCTION

• Assume typical scale-free Halo mass function from Press-
Schechter.


• dn/dM ~ M-2


• Abrupt cutoffs:Mmin, and Mmax


• Equal amount of DM in every decade of masses, 


• Even large Mmax/Mmin can be probed using sensitivity solely in a 
small subset window.



LIMIT SETTING PARAMETERS

• Set Limits for 


• c, the concentration parameter


• f the fraction of dark matter that has not disrupted


• Ignoring tidal disruption and sweeping it into c and f 



GOAL: C=100
Flattening of c(M) and implications for boost 3
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Figure 1. Top panel: Current knowledge of the median concentration-mass relation at z = 0 for all halo masses available in the
literature from different simulation data sets, i.e. from the smallest Earth-like DM microhalos predicted to exist in the CDM universe
(∼10−6h−1M"), up to the largest cluster-size halos (∼1015h−1M"). At the high-mass end, the results from Bolshoi (blue circles) and
MultiDark (purple circles) are shown. The two empty black squares at ∼109h−1M" and the three filled black squares at ∼108h−1M"

were derived from Ishiyama et al. (2013) and Coĺın et al. (2004), respectively. Another individual ”Draco-like 108h−1M" halo is also
plotted as a green pentagon (Moore et al. 2001). A couple hundreds dwarf halos with masses ∼106 – 109 h−1M" (red triangles) were
extracted from the VL-II data (Diemand et al. 2008). At the low-mass end, we show the microhalo results taken from Diemand et al.
(2005) (orange filled diamonds) and Anderhalden & Diemand (2013) (orange empty diamonds) for individual halos, as well as those
recently reported by Ishiyama (2014) for a sample of thousands of microhalos (empty black triangles). We also provide the upper limit
to halo concentrations obtained by Diemand et al. (2005) in the range 10−6 – 10 h−1M" (pink dotted line). The P12 concentration
model (Prada et al. 2012) is shown with a solid line. The shaded grey region represents a typical 1σ concentration scatter of 0.14 dex
centered on the P12 model. The dashed curve represents the updated M08 version (Macciò, Dutton, & van den Bosch 2008) of the
B01 toy concentration model (Bullock et al. 2001). All concentration values but those from MultiDark, Bolshoi and VL-II, have been
extrapolated down to z = 0 by means of the (1 + z) correction factor. Bottom panel: Same data set but displayed in the c – σ−1 plane,
which allows for a more detailed analysis and comparison between simulations and model in terms of the amplitude of linear density
fluctuations. The concentration values shown are those in the original set of simulations at the corresponding redshift where they were
measured, while the σ(M) values are the ones that halos would have at present time for those values of the concentration, see text for
further details. Solid (dashed) line refers to the σ(M) range in which the P12 model was (not) tested against simulations.

c© 2002 RAS, MNRAS 000, 1–??

M usually cut off at 10-6 because WIMPs wash out small-scale structure… 
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FIG. 9: Constraint on the fraction of dark matter f = ⌦/⌦DM in a Halo Mass Function

(HMF) parameterized by Mmin,Mmax and � = 2, as in Eq. (60). In the three columns we vary

the PTA capability parameters to show what will be necessary to reach a CDM-like HMF.

The left column assumes an SKA-like PTA with T = 30 year; the middle column an SKA-like

PTA with NP = 1000; the right column shows a futuristic PTA with optimistic parameters:

NP = 1000, T = 30 yr, trms = 10 ns, �t = 1 week, z0 = 10 kpc. As in Fig. (8) we show

constraints from four di↵erent signal regimes: combined deterministic and static Doppler

pulsar term (DopDet-P+Static), combined deterministic and static Shapiro

(ShapDet+Static), stochastic Doppler (DopStoch), stochastic Shapiro (ShapStoch).

Additionally, the deterministic Earth term Doppler DopDet-E is shown. Four choices of

concentration parameter c = 10, 100, 104, and the PBH limit c ! 1 are shown.

less than two percent of dark matter.
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(HMF) parameterized by Mmin,Mmax and � = 2, as in Eq. (60). In the three columns we vary

the PTA capability parameters to show what will be necessary to reach a CDM-like HMF.

The left column assumes an SKA-like PTA with T = 30 year; the middle column an SKA-like

PTA with NP = 1000; the right column shows a futuristic PTA with optimistic parameters:

NP = 1000, T = 30 yr, trms = 10 ns, �t = 1 week, z0 = 10 kpc. As in Fig. (8) we show

constraints from four di↵erent signal regimes: combined deterministic and static Doppler

pulsar term (DopDet-P+Static), combined deterministic and static Shapiro

(ShapDet+Static), stochastic Doppler (DopStoch), stochastic Shapiro (ShapStoch).

Additionally, the deterministic Earth term Doppler DopDet-E is shown. Four choices of

concentration parameter c = 10, 100, 104, and the PBH limit c ! 1 are shown.

less than two percent of dark matter.



BOUNDS FROM DYNAMIC SIGNALS (DOPPLER)

• For Doppler

• Requiring the closest approaching 
PBH to have SNR>4.


• f scales as 1/M

8

FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)

• At some Mass M, even the nearest PBH starts failing dynamic constraint. 

• This condition on f scales as M   
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FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)

Now that the noise term is defined for all time the analysis from [TT: Cite MoBerry] goes through

essentially the same way as before. The Weiner filter is chosen in a similar way such that the signal to noise

ratio, ⇢ is

⇢2 = 4

Z 1/�t

0

|fhw(f)|2

Sn(f)
df ⌘

Z 1/�t

0

h2
c

h2
n

d log f (3)

hen(f)en(f 0
)i ⌘ 1

2
�(f � f 0

)Sn(f) (4)

ex(f) ⌘
Z 1

�1
dt e�2⇡ifx(t) (5)

x(t) ⌘
Z 1

�1
df e2⇡ifex(f) (6)

2

2 Example: Windowed Doppler Dynamic Signal

We take our signal, h(t) to be the Doppler dynamic signal in the small ⌧, t0 limit so we can just approximate

it as a ⇥ function

h(t) ⇡ GM

cv2⌧
(2⇥(t)� 1) (7)

and therefore

hw(t) =
h(t)

2
(⇥(t+ T/2) +⇥(T/2� t)) (8)

taking the Fourier transform of this gives

ehw(f) =
GM

c⇡v2⌧
(cos (f⇡T )� 1) (9)

because we are taking our signal to be �⌫/⌫ the noise term is given by

Sn(f) = 2t2rms�t (2⇡f)2 (10)

and therefore using Eq.(3), assuming 1/�t ! 1 gives

SNRD =
1

2
p
3

GMT
3
2

c trmsv2
p
�t ⌧

(11)

which is just a factor of 2
p
3 ⇡ 4 smaller than our previous estimate.

2We are less worried here about the derivation of the upper bound on the frequency integral coming from the finite sampling
frequency as our SNR is dominated by the low f behavior.

2

3 Stable clustering

In stable clustering approximation, the density density correlations are given by,

< �⇢(r1)�⇢(r1 +�r) >= µ⇢̄avg

Z
d
3�~v⇠s (35)

where ⇠s =
10H

G2M

Using

H = H0(
�(M)

�c
)3/2 (36)

we can solve for �v using,

(�v)2 + 100(�r)2H2 =
(10GHM)2/3

3
p
⇡

(37)

Gives

(�v)2 =
(10⇡)2/3(G

2
H

2
0M

2
�(M)

3

(�c)3
)
1
3 �

100⇡(�r)
2
H

2
0�(M)

3

(�c)3

⇡
(38)

Finally,

P
SC

NL
(k) =

µ

⇢̄

Z
4⇡(�r)2(d�r)

sin k�r

k�r

10H

G2M

�v

�M
4⇡(�v)2dM (39)

P
PS

NL
(k) =

Z
(
4⇡

⇢̄2

Z
4⇡(r)2(dr)

sin kr

kr
⇢(r,M))2

r
2

⇡
�c⇢̄

d�

dM

1

M�2[M ]
e
� �2c

2�2[M ]dM (40)

⌧min /

s
M

f
(41)
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FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)

• At some Mass M, even the nearest PBH starts failing dynamic constraint. 

• This condition on f scales as M   
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FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)

Now that the noise term is defined for all time the analysis from [TT: Cite MoBerry] goes through

essentially the same way as before. The Weiner filter is chosen in a similar way such that the signal to noise

ratio, ⇢ is

⇢2 = 4

Z 1/�t

0

|fhw(f)|2

Sn(f)
df ⌘

Z 1/�t

0

h2
c

h2
n

d log f (3)

hen(f)en(f 0
)i ⌘ 1

2
�(f � f 0

)Sn(f) (4)

ex(f) ⌘
Z 1

�1
dt e�2⇡ifx(t) (5)

x(t) ⌘
Z 1

�1
df e2⇡ifex(f) (6)

2

2 Example: Windowed Doppler Dynamic Signal

We take our signal, h(t) to be the Doppler dynamic signal in the small ⌧, t0 limit so we can just approximate

it as a ⇥ function

h(t) ⇡ GM

cv2⌧
(2⇥(t)� 1) (7)

and therefore

hw(t) =
h(t)

2
(⇥(t+ T/2) +⇥(T/2� t)) (8)

taking the Fourier transform of this gives

ehw(f) =
GM

c⇡v2⌧
(cos (f⇡T )� 1) (9)

because we are taking our signal to be �⌫/⌫ the noise term is given by

Sn(f) = 2t2rms�t (2⇡f)2 (10)

and therefore using Eq.(3), assuming 1/�t ! 1 gives

SNRD =
1

2
p
3

GMT
3
2

c trmsv2
p
�t ⌧

(11)

which is just a factor of 2
p
3 ⇡ 4 smaller than our previous estimate.

2We are less worried here about the derivation of the upper bound on the frequency integral coming from the finite sampling
frequency as our SNR is dominated by the low f behavior.

2

3 Stable clustering

In stable clustering approximation, the density density correlations are given by,

< �⇢(r1)�⇢(r1 +�r) >= µ⇢̄avg

Z
d
3�~v⇠s (35)

where ⇠s =
10H

G2M

Using

H = H0(
�(M)

�c
)3/2 (36)

we can solve for �v using,

(�v)2 + 100(�r)2H2 =
(10GHM)2/3

3
p
⇡

(37)

Gives

(�v)2 =
(10⇡)2/3(G

2
H

2
0M

2
�(M)

3

(�c)3
)
1
3 �

100⇡(�r)
2
H

2
0�(M)

3

(�c)3

⇡
(38)

Finally,

P
SC

NL
(k) =

µ

⇢̄

Z
4⇡(�r)2(d�r)

sin k�r

k�r

10H

G2M

�v

�M
4⇡(�v)2dM (39)

P
PS

NL
(k) =

Z
(
4⇡

⇢̄2

Z
4⇡(r)2(dr)

sin kr

kr
⇢(r,M))2

r
2

⇡
�c⇢̄

d�

dM

1

M�2[M ]
e
� �2c

2�2[M ]dM (40)

⌧min /

s
M

f
(41)
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FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)

• At some Mass M, even the nearest PBH starts failing dynamic constraint. 

• This condition on f scales as M   
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FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)

Now that the noise term is defined for all time the analysis from [TT: Cite MoBerry] goes through

essentially the same way as before. The Weiner filter is chosen in a similar way such that the signal to noise

ratio, ⇢ is

⇢2 = 4

Z 1/�t

0

|fhw(f)|2

Sn(f)
df ⌘

Z 1/�t

0

h2
c

h2
n

d log f (3)

hen(f)en(f 0
)i ⌘ 1

2
�(f � f 0

)Sn(f) (4)

ex(f) ⌘
Z 1

�1
dt e�2⇡ifx(t) (5)

x(t) ⌘
Z 1

�1
df e2⇡ifex(f) (6)

2

2 Example: Windowed Doppler Dynamic Signal

We take our signal, h(t) to be the Doppler dynamic signal in the small ⌧, t0 limit so we can just approximate

it as a ⇥ function

h(t) ⇡ GM

cv2⌧
(2⇥(t)� 1) (7)

and therefore

hw(t) =
h(t)

2
(⇥(t+ T/2) +⇥(T/2� t)) (8)

taking the Fourier transform of this gives

ehw(f) =
GM

c⇡v2⌧
(cos (f⇡T )� 1) (9)

because we are taking our signal to be �⌫/⌫ the noise term is given by

Sn(f) = 2t2rms�t (2⇡f)2 (10)

and therefore using Eq.(3), assuming 1/�t ! 1 gives

SNRD =
1

2
p
3

GMT
3
2

c trmsv2
p
�t ⌧

(11)

which is just a factor of 2
p
3 ⇡ 4 smaller than our previous estimate.

2We are less worried here about the derivation of the upper bound on the frequency integral coming from the finite sampling
frequency as our SNR is dominated by the low f behavior.

2

3 Stable clustering

In stable clustering approximation, the density density correlations are given by,

< �⇢(r1)�⇢(r1 +�r) >= µ⇢̄avg

Z
d
3�~v⇠s (35)

where ⇠s =
10H

G2M

Using

H = H0(
�(M)

�c
)3/2 (36)

we can solve for �v using,

(�v)2 + 100(�r)2H2 =
(10GHM)2/3

3
p
⇡

(37)

Gives

(�v)2 =
(10⇡)2/3(G

2
H

2
0M

2
�(M)

3

(�c)3
)
1
3 �

100⇡(�r)
2
H

2
0�(M)

3

(�c)3

⇡
(38)

Finally,

P
SC

NL
(k) =

µ

⇢̄

Z
4⇡(�r)2(d�r)

sin k�r

k�r

10H

G2M

�v

�M
4⇡(�v)2dM (39)

P
PS

NL
(k) =

Z
(
4⇡

⇢̄2

Z
4⇡(r)2(dr)

sin kr

kr
⇢(r,M))2

r
2

⇡
�c⇢̄

d�

dM

1

M�2[M ]
e
� �2c

2�2[M ]dM (40)

⌧min /

s
M

f
(41)
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and potentially provide some information about the ob-
ject size (see Sec. V).

We now calculate the expressions for the static contri-
butions of Doppler and Shapiro signal shapes (when the
transiting objects are PBHs), and subsequently estimate
their contribution to ⌫̈. In the Dynamic subsection we
will discuss the division between the static and dynamic
signals.

1. Doppler

To obtain the size of the Doppler signal shape, we take
the second time derivative of Eq. (8) evaluated at t = 0,
and use the relation between ⌧ and t0, ⌧2 + t2

0
= r2

0
/v2,

to find

⌫̈

⌫
=

GM

v2⌧
d̂ ·


b̂
3v5⌧2

r5
0

+ v̂
2r2

0
v3⌧ � 3v5⌧3

r5
0

�
, (13)

=
GMv

r3
0

✓
v̂ + 3

vt0
r0

r̂0

◆
· d̂ , (14)

where in the final step we used the relation, |b| = ⌧v.
Note that a static signal can never be isolated and will

always be due to a collection of compact objects. How-
ever, to understand the sensitivity analytically, we can
still make progress by employing the closest-object ap-
proximation. A concern in this approach is whether the
impact of far away objects is truly small since the num-
ber of compact objects at a given distance grows with
distance. However, this is usually a small e↵ect for two
reasons. First, the signal size has a steep power of r0 in
the denominator. Second, the contribution to ⌫̈ does not
grow coherently with number of objects and the contri-
bution from a single object can be positive or negative
(depending on the object’s trajectory). Nevertheless, we
note that this approach breaks down when the signal is
not deep within the static regime, and where the con-
tribution from multiple objects is needed to adequately
estimate the signal size.

Therefore to estimate the signal size from Eq. 14, we
calculate the minimum typical distance of a DM compact
object. This is derived from the minimum distance of
randomly distributed points, around NP pulsars, to the
closest pulsar, and we assume each compact object is of
mass M . The result is derived in Appendix B and we
quote the result here,

rmin ' 0.8

✓
M

NP f⇢DM

◆ 1
3

⇠
10�2 pc

(NP f)
1
3

✓
M

10�6 M�

◆ 1
3

. (15)

Roughly speaking, the static signal condition can be
taken as rmin & vT . However, as discussed above, this is
the condition that the static analytic estimates are valid,
not that a static search cannot be performed, as the static

analytic estimates make use of the closest-object approx-
imation; but when many objects are near the static limit
boundary, many objects make similar contributions to ⌫̈.
With this expression for rmin we can now estimate the

size of this signal (dropping angular factors),

⌫̈

⌫
'

2GMv

r3
min

⇠ 3⇥ 10�32

✓
NP f

200

◆
Hz2 . (16)

Notice that the mass dependence has dropped out due
to scaling of the minimum distance as M

1
3 . We note

that single pulsar measurements have �⌫̈/⌫ & 10�31 Hz2

and so do not have su�cient sensitivity to see this static
signal. However, as we will see future arrays profit sig-
nificantly from an increase in both observation time (as
the uncertainty drops as / T�7/2), and from many more
pulsars in the, and so will be capable of measuring such
tiny deviations.
In general compact objects will generate a signal if

they gravitationally interact with either the Earth or
the pulsar, which we label as the ‘Earth term’ and ‘pul-
sar term’, respectively. Using correlations between pul-
sars one can reduce the noise that a↵ects only the sig-
nals due to a compact object interacting with the Earth.
The constraints on a Doppler signal are, however, always
dominated by the pulsar term, as opposed to the Earth
term. This can be understood in the limit where all pul-
sars are identical since in that case for the Earth term,
�⌫̈/⌫ / 1/

p
NP , while the signal is constant, such that

the SNR scales as
p
NP . On other hand, for the pulsar

term the noise is independent of the number of pulsars,
while the signal size grows linearly with NP , such that
the SNR scales as NP . Therefore, for large NP , the pul-
sar term dominates.

2. Shapiro

The computation of the static Shapiro signal is analo-
gous to the static Doppler signal. Taking the second time
derivative of Eq. (9), evaluating at t = 0, and simplifying
with t2

0
+ ⌧2 = r2⇥,0/v

2

⇥, gives

⌫̈

⌫
=

8GMv3⇥
r3⇥

✓
t0v⇥
r⇥

◆3 ✓
1�

3⌧2

t2
0

◆
. (17)

As expected, ⌫̈ appears parametrically suppressed com-
pared to the Doppler contribution, though (as com-
mented previously) this is deceiving due to the di↵erent,
and typically smaller, distance scale in the denomina-
tor. We also find the same power of r0 in the denomi-
nator, suggesting that we can again use a closest-object
approximation up to the boundary between the static
and dynamic regimes where multiple objects are crucial
for obtaining the correct signal size.
In a manner similar the Doppler case, we compute the

smallest expected distance of a DM compact object to
the line of sight toward some pulsar, r⇥,min. This is done

6

in Appendix B, with the final result,

r⇥,min ' 0.9

s
M

NP f⇢DMd

⇠
0.2 pc
p
NP f

✓
M

M�

◆ 1
2
✓
kpc

d

◆ 1
2

. (18)

As before, we are now able to estimate the size of the
cubic ⌫̈/⌫ in the closest-object approximation. Omitting
angular factors, this is

⌫̈

⌫
'

16GMv3

r3⇥,min

⇠ 8⇥ 10�33

✓
NP f

200

◆ 3
2
✓
M�
M

◆ 1
2
✓

d

kpc

◆ 3
2

Hz2. (19)

Note that the mass dependence does not drop out, as it
did in the Doppler static case. This can be traced to the
geometry involving the distance to the line of sight, which
results in the minimum distance scaling as the square
root (rather than 1/3 power) of the number density of
DM compact objects. This mass scaling agrees with the
analysis of Ref. [46] (though as we commented previously
the constraint on f we obtain does not agree because
of a di↵erence in the limit setting procedure). Because
the Shapiro static signature is small and subdominant to
the Doppler static signal, current pulsar data are unable
to constrain a static signal from DM compact objects.
Nevertheless in Sec. IV we show that future arrays may
be able to observe such tiny contributions.

B. Dynamic limit

In the dynamic limit a compact object is close enough
to the line of sight that it crosses in a time smaller than
the observation time. This means that pulsar timing ex-
periments see the entire signal shape, rendering the ex-
pansions in the static limit invalid. Specifically, we take
the dynamic constraint to be ⌧ < t0 < T �⌧ and we note
that this implies ⌧ < T/2. To extract small signals out of
a noisy background we use the prescription employed in
gravitational wave searches known as the Matched Filter
procedure [51, 52]. The idea is to take the time-of-arrival
data, apply a filtering procedure (namely, we convolute
the data with the Weiner filter), and extract an optimal
signal to noise ratio (SNR). For simplicity, we work in
the limit �t ⌧ ⌧ ⌧ T such that the measurement is un-
a↵ected by cadence or finite width e↵ects (adding these
is straightforward but complicates the expressions). Fur-
thermore, we assume the measurement noise is white. In
this case the SNR is given by,

SNR2 =
1

Sn

Z T

0

dt

✓
�⌫

⌫

◆2

, (20)

where Sn ⌘ �t (tRMS/T )2 . We now compute this for
Doppler and Shapiro signals given in Eqs. (8) and (9).

Unlike the static signal, we expect the backgrounds
in the dynamic case to be less worrisome. Most impor-
tantly, the characteristic signal shape is unlikely to have
significant overlap with other sources of noise. Perhaps
the most prominent candidate to mimic a dynamic signal
are pulsar glitches, which have recently been observed in
millisecond pulsars [43, 44]. However, pulsar glitches are
well parameterized by an instantaneous peak in the phase
with a subsequent falling exponential. Thus they have a
di↵erent frequency structure than the signals of interest
here. A more troubling background is dark baryonic ob-
jects. The baryonic mass distribution is, however, peaked
near a solar mass, whereas the objects we consider in the
dynamic limit have masses M . 10�2 M�.

1. Doppler

To find the SNR of the Doppler signal we insert the
signal shape of Eq. (8) into the expression for the SNR
in Eq. (20). This is valid because, in contrast to the static
case, the fitting procedure for ⌫, ⌫̇ is not degenerate with
the signal. This gives an SNR of

SNR '

 
GM

⌧v2

r
T

Sn

!
b̂ · d̂ . (21)

Note that we have dropped the term proportional to v̂ · d̂
in Eq. 8, as it is parametrically suppressed by ⌧/T , which
is small in the dynamic limit.
The signal size, as well as the transition between the

dynamic and static regimes, can be understood by the
employing a closest-object approximation, as discussed
previously. Inspection of Eq. (21) suggests that a closest
object approximation should hold due to the 1/⌧ / 1/r0
in the denominator (and the small spread in the velocity
distribution), and we have checked this using a Monte
Carlo simulation, which we discuss in Sec. IV. In order to
obtain an estimate of the SNR, we compute an estimate
of the minimum ⌧ = ⌧min, generated by a random set
of points. Note that ⌧ also corresponds to the minimum
impact parameter since, |b| = ⌧/v. We calculate this
explicitly in Appendix B and quote the result here,

⌧min '
1

v

s
M

NP f⇢DMvT

⇠
20 yr
p
NP f

✓
M

10�9 M�

◆ 1
2
✓
20 yr

T

◆ 1
2

. (22)

Combining Eqs. (21) and (22) gives a good estimate of
the largest SNR for a given mass and DM density. We
can further estimate the condition for the nearest object
to be in the dynamic limit, meaning ⌧min . T/2,

M . 4⇥ 10�8 M�

✓
NP f

200

◆✓
T

20 yr

◆3

(23)

Doppler Shapiro
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FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)
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FIG. 2: SKA projected constraints on the DM fraction, f , for Doppler (blue) and Shapiro (red) signals contained
in PBHs. The dynamic searches are shown in solid and static in dashed. Each search is labeled with the mass

scalings corresponding to the analytic formulae given in Eqs. (27)-(32).

We now present our constraints on f using the analytic
formulae derived in the previous sections. Note that the
analytic formulae drop angular factors, assume a velocity,
v, of 250 km/s, and use the SKA PTA parameters given
in Table I. Four of the subsequent constraint equations
arise from equating the relevant SNR to four. The other
two are simply reformulations of Eqs. (23), (26), which
indicate the transition between the dynamic and static
regions. Our results are summarized in Fig. 2; these re-
sults are generated with a numerical simulation (detailed
further below), but are consistent, to O(1) numbers, with
the analytic results quoted in detail next. The compar-
ison between the analytic results and numerical simula-
tion is discussed further (with a plot detailing di↵erences)
in Appendix C.

To begin we consider the Doppler search in the dy-
namic limit. In this case dropping the angular factors in
the SNR equation, Eq. (21), equating the SNR to four,
and substituting ⌧ = ⌧min from Eq. (22), constrains f to

fL
D, dyn

. 0.01

✓
10�9 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆4

. (27)

The L superscript denotes that this analytic constraint
corresponds to the left-hand side of the triangular
“Doppler-dyn” wedge in Fig. 2, labeled / M�1 at low
masses. This behavior does not continue indefinitely, but
is cut o↵ when the closest object no longer satisfies our
dynamic condition, ⌧min . T/2, where ⌧min is given by
Eq. (22). This is equivalent to Eq. 23 and constrains f
to

fR
D, dyn

. 3

✓
M

10�7 M�

◆✓
200

NP

◆✓
20 yr

T

◆3

, (28)

where the R superscript indicates that this analytic con-
straint corresponds to the right hand side of the same

triangular wedge in Fig. 2, labeled / M .
We now repeat the above arguments for the other

searches. The Shapiro constraint in the dynamic limit
is obtained from equating the SNR, Eq. (24), to four and
substituting ⌧ = ⌧min from Eq. (25), yielding a constraint
on f

fL
S, dyn

. 0.2

✓
10�4 M�

M

◆✓
200

NP

◆✓
20 yr

T

◆3 ✓kpc

d

◆
,

(29)

which corresponds to the left-hand side of the wedge
labeled “Shapiro-dyn” in Fig. 2 labeled / M�1. Fur-
thermore, the dynamic condition, ⌧min < T/2, with ⌧min

again given by Eq. (25) can be written, similar to Eq. 26,
as a condition on f as,

fR
S, dyn

. 0.8

✓
M

10�2 M�

◆✓
200

NP

◆✓
20 yr

T

◆2

, (30)

corresponding to the right-hand side of the Shapiro dy-
namic wedge in Fig. 2 labeled / M .
Similarly analytic scalings in the static limit can also

be derived. Equating Eq. (16) to four and substituting
r0 = rmin from Eq. (15) yields a constraint on f from the
static Doppler search,

fD, stat . 0.4

✓
200

NP

◆✓
20 yr

T

◆ 7
2

. (31)

This corresponds to the curve labeled “Doppler-stat” and
/ M0 in Fig. 2. Likewise equating Eq. (19) to four and
substituting r⇥ = r⇥,min from Eq. (18) sets the con-
straint on f from the static Shapiro search,

fS, stat .
✓
200

NP

◆✓
M

M�

◆ 1
3
✓
20 yr

T

◆ 7
3
✓
kpc

d

◆
, (32)

Notice no M dependence here
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III. SIGNAL ANALYSIS

Both the Doppler and Shapiro signals have a charac-
teristic time scale, ⌧ , corresponding to the time for the
compact object to pass the line of sight. We note that the
signal width (⌧) and time to the center of the blip (t0)
are parametrically the same scale, with the di↵erences
being due to the objects’ orientation.

If ⌧ & T , where T is the observing time, which we de-
fine as the static limit, we will observe only a small section
of the signal, which will have a power series expansion in
small t/⌧ . As we discussed in Sec. I, in the static limit,
the first two terms in the expansion are unobservable as
they are degenerate with the frequency and its deriva-
tive. However, a traversing compact object can still be
detected by its higher order contributions to Eq. (1) cor-
responding to the coe�cient of the O(t2) term (this is
degenerate with a measurement of pulsar frequency sec-
ond derivative, which is known to be small).

If, on the other hand, ⌧ . T (the dynamic limit), the
whole signal shape is seen and therefore a power series
expansion will no longer hold. Since the typical compact
object spacing is smaller for lower masses, the distance
to the pulsar timing system is also smaller making the
dynamic signal dominantly present at lower masses. In
this limit, one can look for the entire signal shape in pul-
sar timing data, analogous to searches for gravitational
waves and stellar microlensing events. Note that deep
in this same regime multiple events will typically transit
the line of sight over the observation period, where a sta-
tistical approach is relevant as proposed in Ref. [48]; we
leave analysis of such a multi-event signal for future work
[50], where we expect improved reach at lower masses.

We now compute the observables in pulsar timing ex-
periments for the four di↵erent searches (Doppler dy-
namic and static, Shapiro dynamic and static) and their
corresponding signal to noise ratio (SNR). The SNR in
each case can be estimated analytically by assuming that
the constraints are dominated by the object that comes
closest to the pulsar (for the Doppler delay) or the line
of sight (for the Shapiro delay). We call this the closest-
object approximation and it holds in most of the parame-
ter space for all four searches. We also derive an analytic
estimate for the split between the dynamic and static
limits for the di↵erent searches, highlighting their corre-
sponding sensitivity regions.

In the following sections, we apply the following statis-
tical procedure to determine the reach. In order to ensure
no false positives among the entire pulsar timing array
we need to set a threshold for the SNR. In the absence of
a signal the SNR at each pulsar is a one-sided Gaussian
random variable and therefore we can calculate the 95%
confidence threshold value, x, by

Pr(SNR < x)NP = Erf

✓
x
p
2

◆NP

= 0.95, (10)

which gives x = 3.66 with NP = 200. We fix the thresh-
old value to be four for simplicity, which ensures no false

positives with greater than 95% confidence. In our Monte
Carlo simulations, we also require that a signal manifests
in 90% of randomly generated universes. Correspond-
ingly, in our analytic estimates we use the 90th percentile
relevant length scale, denoted by a ‘min’ subscript, de-
rived in Appendix B.

A. Static Limit

In the static regime the constraint is derived from re-
quiring that ⌫̈/⌫ is small enough to be consistent with the
fit shown in Eq. (1). In setting constraints, we assume
a dedicated analysis where ⌫, ⌫̇ and ⌫̈ are fit simultane-
ously (as opposed to the usual procedure which only fits
⌫ and ⌫̇, and one assumes ⌫̈ is small). This is necessary
since otherwise the fits for ⌫ and ⌫̇ will absorb part of ⌫̈,
diminishing the signal.
Assuming the data can be characterized by white noise

and a signal of the form of Eq. (1), the RMS noise can be
taken as the uncertainty in each measurement, and the
total expected uncertainty obtainable by a least squares
fit on the second derivative is found to be [40]2

�⌫̈/⌫ = 6

r
2800�t

T

tRMS

T 3
. (11)

Current pulsar data have an uncertainty of O(10�31 Hz2)
while sensitivities are projected to reach O(10�33 Hz2)
for a single pulsar. This allows us to define a suitable
SNR,

SNR ⌘
|⌫̈/⌫|

�⌫̈/⌫
> 4 . (12)

There are several observational challenges in imple-
menting this analysis. First, in addition to DM com-
pact objects there are other sources which produce a
contribution to ⌫̈, such as the existence of dark plan-
ets near to the pulsar, as well as a genuine spin down
of the pulsar [40]3. Given this, a static search presents
challenges as a discovery method, though it can be reli-
ably used to set constraints on the existence of compact
objects. Interestingly, for some mass ranges, compact ob-
jects predict a static Doppler signal in conjunction with
a dynamic Shapiro signal, discussed later in this section,
which would increase the confidence in the measurement

2 We disagree with the limit setting procedure employed in [46]
which requires the cubic term in the timing residuals to be below
tRMS (corresponding to the condition, ⌫̈/⌫ . 6tRMS/T 3) since
this does not account for the “sampling factor” of

p
2800�t/T .

Coincidentally for pulsar timing array data this is an O(1) cor-
rection for most pulsars since 103 wk ⇠ 10 yr.

3 Objects in our solar system are not an important background
since they experience a yearly modulation and are fit for in the
analysis.

Uncertainty in second derivative purely from rms fluctuations
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are derived in Appendices A 2, A 3, and we quote the result here,

SNR2
P =

NP

2 eN2

Z
dtdt0hRsub

I (t, t0)2iP (33)

SNR2
E =

NP (NP � 1)

2 eN2

Z
dtdt0

⌦
Rsub

IJ (t, t0)2
↵
P . (34)

The indices I, J run over the pulsars in the array and hiP averages over the pulsar positions.

The pulsar timing array parameters, NP , T, �t, trms are drawn based on the capabilities of

current PTAs, extrapolated to the potential of future PTAs. The currently operating PTAs are

European Pulsar Timing Array (EPTA) [40], Parkes Pulsar Timing Array (PPTA) [41], North

American Nanohertz Observatory for Gravitational Waves (NANOGrav) [42]; the MeerKAT

telescope has a pulsar timing program (MeerTime [43]), along with the Five-hundred-meter

Aperture Spherical Telescope (FAST) [44]. The International Pulsar Timing Array (IPTA) [45]

is comprised of EPTA [40], PPTA [46], and NANOGrav [47], and between the three collabo-

rations has measured NP = 73 unique millisecond pulsars for T ⇠ 10 � 30 years, with timing

residuals in the range trms = 50 ns� 104 ns, at a distance of z0 ⇠ 1� 5 kpc, and a cadence of

�t ⇠ 1 � 4 week. The future Square Kilometer Array (SKA) [33] could increase the number

of pulsars to NP = 200, with timing residuals of trms ⇠ 50 ns. The FAST telescope could

optimistically reduce the timing residuals to trms ⇠ 1� 10 ns, assuming the current limitation

is statistics [44]. Our baseline PTA parameters, which we utilize in our reach plots, and assume

when simplifying analytic results, are based on the estimated capability of the future SKA

PTA: NP = 200, trms = 50 ns, �t = 2 week, T = 20 years, z0 = 5 kpc.

III. OBSERVABILITY OF DARK MATTER SUBSTRUCTURE WITH PULSAR

TIMING ARRAYS

We can now determine the observability of dark matter substructure. In this Section, we

consider both monochromatic and CDM-like Halo Mass Functions, with constituent subhalos

having either PBH or NFW density profiles. We determine the constraints on the mass fraction,

f ⌘ ⌦/⌦DM, in these models with a future PTA with SKA-like capabilities (defined in Sec. II C)

in Figs. (2) and (8). Constraints for more optimistic PTA capabilities are shown in Figs. (3)

and (9). Constraints for halo cores with with fixed density for optimistic PTA capabilities are

shown in Figs. (4). The e↵ect of including di↵erent terms in the timing model on the reach for

monochromatic PBHs can be seen in Fig. (12) in Appendix B.
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ensemble of transiting subhalos,

��(t) =
NX

i=1

��i(t) , (8)

where ��i is the phase modification from the ith event, is our starting point. Correlations can

then be written,

h��(t)��(t0)i =
NX

i=1

h��i(t)��i(t
0)i+

N(N�1)X

i 6=j

h��i(t)��j(t
0)i ⌘ R1(t, t

0) +R2(t, t
0) , (9)

where R1 (R2) contains contributions from averaging over one (two) subhalo(s).

B. Dark Matter Signal Correlator

We now compute the dark matter induced phase correlation, R in Eq. (9), for the Doppler

and Shapiro delays. The expectation, hi, averages over the random variables that determine

the phase shifts from all N subhalos. Similar to the treatment in Ref. [16], we take these

random variables to be the subhalo masses, Mi, initial positions r0i , and velocities vi. The 1-

subhalo term, R1, in R does not include subhalo correlations, while R2 depends on the subhalo

correlation power spectrum, P⇠, defined from the subhalo number density, nsub as,

nsub(x) ⌘ n (1 + �n(x)) (10)

h�nien = 0 (11)

h�n(x)�n(y)ien ⌘ ⇠(x� y) (12)

P⇠(k) =

Z
d3x eik·x⇠(x) . (13)

where hien denotes an ensemble average.1 The statistical nature of the signal is similar to

Ref. [34], with important di↵erences accounting for finite observation volume. The comparisons

between the formalisms is discussed in Appendix C. We leave a discussion of R2, which is non-

zero when P⇠ 6= 0, for future work, as we expect R2 to be subdominant to the leading e↵ect

from uniformly distributed subhalos. For notational simplicity, we will refer to R1 as R from

here on.

Assuming Mi, r0i ,vi are independent and have identical probability distribution functions,

we can write R in terms of the frequency shift, averaged over a single subhalo of mass M with

1 For a monochromatic mass distribution, one can show that the matter power spectrum, Pm, and the corre-

lation power spectrum, P⇠, are related by Pm = |W (k,M)|2/n+ P⇠ |W (k,M)|2

1-halo 2-halo 
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Earth Term  - can cross-correlate across pulsars with angular correlations.
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FIG. 1. Schematic pictures of detecting small-scale dark
matter (DM) clumps using a pulsar timing array (PTA). The
impulsive acceleration of a DM clump is determined by its
mass M , the DM clump velocity V relative to the target,
the impact parameter b, and the angle θ between the line
connecting a pulsar and the Earth and the line connecting the
Earth or pulsar and the DM clump at the closest approach.
The case with a DM clump passing near the Earth is shown in
the upper panel, whereas the case with a DM clump passing
near a pulsar is shown in the lower panel.

the amplitude of a fluctuation becomes O(1), it collapses
into a halo or clump dominated by DM. In the spherical
collapse model, this happens at

1 + z ≈
[

νσeq(M)

δc

]

(1 + zeq), (1)

for a clump with mass M formed from a ν-sigma fluctu-
ation. Here σeq(M) is the variance of the linear density
fluctuation on a scale corresponding to a mass M at the
matter-radiation equality, and δc = (3/20)(12π)2/3. The
variance σeq(M) at mass scales larger than M ∼ 1012M!

has been well determined observationally (e.g., [20]). We
can extrapolate the variance to smaller mass scales by as-
suming a power-law primordial power spectrum (∝ knp),
which is a reasonable assumption under inflationary sce-
narios. In this case, we may use an analytical fitting

formula given in [4] (see their Eqs. 92-94)

σeq(M) ≈
2× 10−4

√

fs(ΩΛ)

[

−
1

3
ln

(

M

Mh,eq

)]3/2 ( M

Mh,0

)−(np−1)/6

,

(2)
where Mh,eq ≈ 7.5 × 1015 Ωm

−2h−4 M! and Mh,0 ≈
3.0 × 1022 Ωmh−1 M! are the mass inside the cosmo-
logical horizon at z = zeq and z = 0, respectively, and
fs(ΩΛ) = 1.04− 0.82ΩΛ+2ΩΛ

2. The variance σeq(M) is
a decreasing function of mass M , indicating that struc-
tures with smaller masses form earlier.
We then estimate the density and radius of DM clumps

at their formation. In the spherical collapse model (e.g.,
[21]), the average density can be given as

ρ̄ ≈ κρeq

[

νσeq(M)

δc

]3

, (3)

where κ = 18π2, ρeq = ρ0(1 + zeq)3, and ρ0 = 2.78 ×
10−7 Ωmh2 M! pc−3 is the mean matter density of the
universe at z = 0. The characteristics radius is

R̄ ≈
(

3M

4πρ̄

)1/3

. (4)

Using Eq. (2), Eqs. (3) and (4) for a range of masses
10−12M! ! M ! 10−6 M! the average density can be
approximated as

ρ̄ ∼ 0.41 M! pc−3
(ν

2

)3
(

M

10−10 M!

)−3α

, (5)

and the radius of the clump is

R̄ ∼ 83 AU
(ν

2

)−1
(

M

10−10 M!

)α+1/3

, (6)

where α ≈ 0.02.
We assume that primordial fluctuations are nearly

scale-invariant and follow the Gaussian distribution,
which are consistent with observations at large scales. In
this case, the clump formation probability is ∝ e−ν2/2,
indicating that clumps from low-sigma fluctuations dom-
inates. Also, the average density of the clumps are al-
most scale invariant; larger mass clumps are only slightly
denser (see Eq. 5). However, a non-negligible amount
of high-sigma fluctuations (ν & 1) may be seeded for
a certain range of clump mass, depending on inflation
models. Such clumps, the so-called ultracompact mini-
halos (UCMHs), can have larger survival probabilities
and enhanced observational signatures (e.g., [4, 22, 23]).
In this paper, we do not consider such possibility and
focus on “normal” DM clumps from low-sigma fluctua-
tions, which should represent a conservative estimate of
the detectability of small-scale DM clumps.
Regardless of inflation models, there should be a lower

cut-off mass scale of the clump formation. For instance,
thermal relic DM models have free-streaming scales, be-
low which clustering of DM particles is suppressed by
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in Appendix B, with the final result,

r⇥,min ' 0.9

s
M

NP f⇢DMd

⇠
0.2 pc
p
NP f

✓
M

M�

◆ 1
2
✓
kpc

d

◆ 1
2

. (18)

As before, we are now able to estimate the size of the
cubic ⌫̈/⌫ in the closest-object approximation. Omitting
angular factors, this is

⌫̈

⌫
'

16GMv3

r3⇥,min

⇠ 8⇥ 10�33

✓
NP f

200

◆ 3
2
✓
M�
M

◆ 1
2
✓

d

kpc

◆ 3
2

Hz2. (19)

Note that the mass dependence does not drop out, as it
did in the Doppler static case. This can be traced to the
geometry involving the distance to the line of sight, which
results in the minimum distance scaling as the square
root (rather than 1/3 power) of the number density of
DM compact objects. This mass scaling agrees with the
analysis of Ref. [46] (though as we commented previously
the constraint on f we obtain does not agree because
of a di↵erence in the limit setting procedure). Because
the Shapiro static signature is small and subdominant to
the Doppler static signal, current pulsar data are unable
to constrain a static signal from DM compact objects.
Nevertheless in Sec. IV we show that future arrays may
be able to observe such tiny contributions.

B. Dynamic limit

In the dynamic limit a compact object is close enough
to the line of sight that it crosses in a time smaller than
the observation time. This means that pulsar timing ex-
periments see the entire signal shape, rendering the ex-
pansions in the static limit invalid. Specifically, we take
the dynamic constraint to be ⌧ < t0 < T �⌧ and we note
that this implies ⌧ < T/2. To extract small signals out of
a noisy background we use the prescription employed in
gravitational wave searches known as the Matched Filter
procedure [51, 52]. The idea is to take the time-of-arrival
data, apply a filtering procedure (namely, we convolute
the data with the Weiner filter), and extract an optimal
signal to noise ratio (SNR). For simplicity, we work in
the limit �t ⌧ ⌧ ⌧ T such that the measurement is un-
a↵ected by cadence or finite width e↵ects (adding these
is straightforward but complicates the expressions). Fur-
thermore, we assume the measurement noise is white. In
this case the SNR is given by,

SNR2 =
1

Sn

Z T

0

dt

✓
�⌫

⌫

◆2

, (20)

where Sn ⌘ �t (tRMS/T )2 . We now compute this for
Doppler and Shapiro signals given in Eqs. (8) and (9).

Unlike the static signal, we expect the backgrounds
in the dynamic case to be less worrisome. Most impor-
tantly, the characteristic signal shape is unlikely to have
significant overlap with other sources of noise. Perhaps
the most prominent candidate to mimic a dynamic signal
are pulsar glitches, which have recently been observed in
millisecond pulsars [43, 44]. However, pulsar glitches are
well parameterized by an instantaneous peak in the phase
with a subsequent falling exponential. Thus they have a
di↵erent frequency structure than the signals of interest
here. A more troubling background is dark baryonic ob-
jects. The baryonic mass distribution is, however, peaked
near a solar mass, whereas the objects we consider in the
dynamic limit have masses M . 10�2 M�.

1. Doppler

To find the SNR of the Doppler signal we insert the
signal shape of Eq. (8) into the expression for the SNR
in Eq. (20). This is valid because, in contrast to the static
case, the fitting procedure for ⌫, ⌫̇ is not degenerate with
the signal. This gives an SNR of

SNR '

 
GM

⌧v2

r
T

Sn

!
b̂ · d̂ . (21)

Note that we have dropped the term proportional to v̂ · d̂
in Eq. 8, as it is parametrically suppressed by ⌧/T , which
is small in the dynamic limit.
The signal size, as well as the transition between the

dynamic and static regimes, can be understood by the
employing a closest-object approximation, as discussed
previously. Inspection of Eq. (21) suggests that a closest
object approximation should hold due to the 1/⌧ / 1/r0
in the denominator (and the small spread in the velocity
distribution), and we have checked this using a Monte
Carlo simulation, which we discuss in Sec. IV. In order to
obtain an estimate of the SNR, we compute an estimate
of the minimum ⌧ = ⌧min, generated by a random set
of points. Note that ⌧ also corresponds to the minimum
impact parameter since, |b| = ⌧/v. We calculate this
explicitly in Appendix B and quote the result here,

⌧min '
1

v

s
M

NP f⇢DMvT

⇠
20 yr
p
NP f

✓
M

10�9 M�

◆ 1
2
✓
20 yr

T

◆ 1
2

. (22)

Combining Eqs. (21) and (22) gives a good estimate of
the largest SNR for a given mass and DM density. We
can further estimate the condition for the nearest object
to be in the dynamic limit, meaning ⌧min . T/2,

M . 4⇥ 10�8 M�

✓
NP f

200

◆✓
T

20 yr

◆3

(23)

Fraction of DM in M mass PBHNumber of pulsars

NP pulsars 

NP x cross-section 

DOPPLER GEOMETRY

5

and potentially provide some information about the ob-
ject size (see Sec. V).

We now calculate the expressions for the static contri-
butions of Doppler and Shapiro signal shapes (when the
transiting objects are PBHs), and subsequently estimate
their contribution to ⌫̈. In the Dynamic subsection we
will discuss the division between the static and dynamic
signals.

1. Doppler

To obtain the size of the Doppler signal shape, we take
the second time derivative of Eq. (8) evaluated at t = 0,
and use the relation between ⌧ and t0, ⌧2 + t2

0
= r2

0
/v2,

to find

⌫̈

⌫
=

GM

v2⌧
d̂ ·


b̂
3v5⌧2

r5
0

+ v̂
2r2

0
v3⌧ � 3v5⌧3

r5
0

�
, (13)

=
GMv

r3
0

✓
v̂ + 3

vt0
r0

r̂0

◆
· d̂ , (14)

where in the final step we used the relation, |b| = ⌧v.
Note that a static signal can never be isolated and will

always be due to a collection of compact objects. How-
ever, to understand the sensitivity analytically, we can
still make progress by employing the closest-object ap-
proximation. A concern in this approach is whether the
impact of far away objects is truly small since the num-
ber of compact objects at a given distance grows with
distance. However, this is usually a small e↵ect for two
reasons. First, the signal size has a steep power of r0 in
the denominator. Second, the contribution to ⌫̈ does not
grow coherently with number of objects and the contri-
bution from a single object can be positive or negative
(depending on the object’s trajectory). Nevertheless, we
note that this approach breaks down when the signal is
not deep within the static regime, and where the con-
tribution from multiple objects is needed to adequately
estimate the signal size.

Therefore to estimate the signal size from Eq. 14, we
calculate the minimum typical distance of a DM compact
object. This is derived from the minimum distance of
randomly distributed points, around NP pulsars, to the
closest pulsar, and we assume each compact object is of
mass M . The result is derived in Appendix B and we
quote the result here,

rmin ' 0.8

✓
M

NP f⇢DM

◆ 1
3

⇠
10�2 pc

(NP f)
1
3

✓
M

10�6 M�

◆ 1
3

. (15)

Roughly speaking, the static signal condition can be
taken as rmin & vT . However, as discussed above, this is
the condition that the static analytic estimates are valid,
not that a static search cannot be performed, as the static

analytic estimates make use of the closest-object approx-
imation; but when many objects are near the static limit
boundary, many objects make similar contributions to ⌫̈.
With this expression for rmin we can now estimate the

size of this signal (dropping angular factors),

⌫̈

⌫
'

2GMv

r3
min

⇠ 3⇥ 10�32

✓
NP f

200

◆
Hz2 . (16)

Notice that the mass dependence has dropped out due
to scaling of the minimum distance as M

1
3 . We note

that single pulsar measurements have �⌫̈/⌫ & 10�31 Hz2

and so do not have su�cient sensitivity to see this static
signal. However, as we will see future arrays profit sig-
nificantly from an increase in both observation time (as
the uncertainty drops as / T�7/2), and from many more
pulsars in the, and so will be capable of measuring such
tiny deviations.
In general compact objects will generate a signal if

they gravitationally interact with either the Earth or
the pulsar, which we label as the ‘Earth term’ and ‘pul-
sar term’, respectively. Using correlations between pul-
sars one can reduce the noise that a↵ects only the sig-
nals due to a compact object interacting with the Earth.
The constraints on a Doppler signal are, however, always
dominated by the pulsar term, as opposed to the Earth
term. This can be understood in the limit where all pul-
sars are identical since in that case for the Earth term,
�⌫̈/⌫ / 1/

p
NP , while the signal is constant, such that

the SNR scales as
p
NP . On other hand, for the pulsar

term the noise is independent of the number of pulsars,
while the signal size grows linearly with NP , such that
the SNR scales as NP . Therefore, for large NP , the pul-
sar term dominates.

2. Shapiro

The computation of the static Shapiro signal is analo-
gous to the static Doppler signal. Taking the second time
derivative of Eq. (9), evaluating at t = 0, and simplifying
with t2

0
+ ⌧2 = r2⇥,0/v

2

⇥, gives

⌫̈

⌫
=

8GMv3⇥
r3⇥

✓
t0v⇥
r⇥

◆3 ✓
1�

3⌧2

t2
0

◆
. (17)

As expected, ⌫̈ appears parametrically suppressed com-
pared to the Doppler contribution, though (as com-
mented previously) this is deceiving due to the di↵erent,
and typically smaller, distance scale in the denomina-
tor. We also find the same power of r0 in the denomi-
nator, suggesting that we can again use a closest-object
approximation up to the boundary between the static
and dynamic regimes where multiple objects are crucial
for obtaining the correct signal size.
In a manner similar the Doppler case, we compute the

smallest expected distance of a DM compact object to
the line of sight toward some pulsar, r⇥,min. This is done
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FIG. 1. Schematic pictures of detecting small-scale dark
matter (DM) clumps using a pulsar timing array (PTA). The
impulsive acceleration of a DM clump is determined by its
mass M , the DM clump velocity V relative to the target,
the impact parameter b, and the angle θ between the line
connecting a pulsar and the Earth and the line connecting the
Earth or pulsar and the DM clump at the closest approach.
The case with a DM clump passing near the Earth is shown in
the upper panel, whereas the case with a DM clump passing
near a pulsar is shown in the lower panel.

the amplitude of a fluctuation becomes O(1), it collapses
into a halo or clump dominated by DM. In the spherical
collapse model, this happens at

1 + z ≈
[

νσeq(M)

δc

]

(1 + zeq), (1)

for a clump with mass M formed from a ν-sigma fluctu-
ation. Here σeq(M) is the variance of the linear density
fluctuation on a scale corresponding to a mass M at the
matter-radiation equality, and δc = (3/20)(12π)2/3. The
variance σeq(M) at mass scales larger than M ∼ 1012M!

has been well determined observationally (e.g., [20]). We
can extrapolate the variance to smaller mass scales by as-
suming a power-law primordial power spectrum (∝ knp),
which is a reasonable assumption under inflationary sce-
narios. In this case, we may use an analytical fitting

formula given in [4] (see their Eqs. 92-94)

σeq(M) ≈
2× 10−4

√

fs(ΩΛ)

[

−
1

3
ln

(

M

Mh,eq

)]3/2 ( M

Mh,0

)−(np−1)/6

,

(2)
where Mh,eq ≈ 7.5 × 1015 Ωm

−2h−4 M! and Mh,0 ≈
3.0 × 1022 Ωmh−1 M! are the mass inside the cosmo-
logical horizon at z = zeq and z = 0, respectively, and
fs(ΩΛ) = 1.04− 0.82ΩΛ+2ΩΛ

2. The variance σeq(M) is
a decreasing function of mass M , indicating that struc-
tures with smaller masses form earlier.
We then estimate the density and radius of DM clumps

at their formation. In the spherical collapse model (e.g.,
[21]), the average density can be given as

ρ̄ ≈ κρeq

[

νσeq(M)

δc

]3

, (3)

where κ = 18π2, ρeq = ρ0(1 + zeq)3, and ρ0 = 2.78 ×
10−7 Ωmh2 M! pc−3 is the mean matter density of the
universe at z = 0. The characteristics radius is

R̄ ≈
(

3M

4πρ̄

)1/3

. (4)

Using Eq. (2), Eqs. (3) and (4) for a range of masses
10−12M! ! M ! 10−6 M! the average density can be
approximated as

ρ̄ ∼ 0.41 M! pc−3
(ν

2

)3
(

M

10−10 M!

)−3α

, (5)

and the radius of the clump is

R̄ ∼ 83 AU
(ν

2

)−1
(

M

10−10 M!

)α+1/3

, (6)

where α ≈ 0.02.
We assume that primordial fluctuations are nearly

scale-invariant and follow the Gaussian distribution,
which are consistent with observations at large scales. In
this case, the clump formation probability is ∝ e−ν2/2,
indicating that clumps from low-sigma fluctuations dom-
inates. Also, the average density of the clumps are al-
most scale invariant; larger mass clumps are only slightly
denser (see Eq. 5). However, a non-negligible amount
of high-sigma fluctuations (ν & 1) may be seeded for
a certain range of clump mass, depending on inflation
models. Such clumps, the so-called ultracompact mini-
halos (UCMHs), can have larger survival probabilities
and enhanced observational signatures (e.g., [4, 22, 23]).
In this paper, we do not consider such possibility and
focus on “normal” DM clumps from low-sigma fluctua-
tions, which should represent a conservative estimate of
the detectability of small-scale DM clumps.
Regardless of inflation models, there should be a lower

cut-off mass scale of the clump formation. For instance,
thermal relic DM models have free-streaming scales, be-
low which clustering of DM particles is suppressed by
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in Appendix B, with the final result,
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As before, we are now able to estimate the size of the
cubic ⌫̈/⌫ in the closest-object approximation. Omitting
angular factors, this is

⌫̈

⌫
'

16GMv3

r3⇥,min

⇠ 8⇥ 10�33

✓
NP f

200

◆ 3
2
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M�
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2
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d
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◆ 3
2

Hz2. (19)

Note that the mass dependence does not drop out, as it
did in the Doppler static case. This can be traced to the
geometry involving the distance to the line of sight, which
results in the minimum distance scaling as the square
root (rather than 1/3 power) of the number density of
DM compact objects. This mass scaling agrees with the
analysis of Ref. [46] (though as we commented previously
the constraint on f we obtain does not agree because
of a di↵erence in the limit setting procedure). Because
the Shapiro static signature is small and subdominant to
the Doppler static signal, current pulsar data are unable
to constrain a static signal from DM compact objects.
Nevertheless in Sec. IV we show that future arrays may
be able to observe such tiny contributions.

B. Dynamic limit

In the dynamic limit a compact object is close enough
to the line of sight that it crosses in a time smaller than
the observation time. This means that pulsar timing ex-
periments see the entire signal shape, rendering the ex-
pansions in the static limit invalid. Specifically, we take
the dynamic constraint to be ⌧ < t0 < T �⌧ and we note
that this implies ⌧ < T/2. To extract small signals out of
a noisy background we use the prescription employed in
gravitational wave searches known as the Matched Filter
procedure [51, 52]. The idea is to take the time-of-arrival
data, apply a filtering procedure (namely, we convolute
the data with the Weiner filter), and extract an optimal
signal to noise ratio (SNR). For simplicity, we work in
the limit �t ⌧ ⌧ ⌧ T such that the measurement is un-
a↵ected by cadence or finite width e↵ects (adding these
is straightforward but complicates the expressions). Fur-
thermore, we assume the measurement noise is white. In
this case the SNR is given by,

SNR2 =
1

Sn

Z T

0

dt

✓
�⌫

⌫

◆2

, (20)

where Sn ⌘ �t (tRMS/T )2 . We now compute this for
Doppler and Shapiro signals given in Eqs. (8) and (9).

Unlike the static signal, we expect the backgrounds
in the dynamic case to be less worrisome. Most impor-
tantly, the characteristic signal shape is unlikely to have
significant overlap with other sources of noise. Perhaps
the most prominent candidate to mimic a dynamic signal
are pulsar glitches, which have recently been observed in
millisecond pulsars [43, 44]. However, pulsar glitches are
well parameterized by an instantaneous peak in the phase
with a subsequent falling exponential. Thus they have a
di↵erent frequency structure than the signals of interest
here. A more troubling background is dark baryonic ob-
jects. The baryonic mass distribution is, however, peaked
near a solar mass, whereas the objects we consider in the
dynamic limit have masses M . 10�2 M�.

1. Doppler

To find the SNR of the Doppler signal we insert the
signal shape of Eq. (8) into the expression for the SNR
in Eq. (20). This is valid because, in contrast to the static
case, the fitting procedure for ⌫, ⌫̇ is not degenerate with
the signal. This gives an SNR of

SNR '

 
GM

⌧v2

r
T

Sn

!
b̂ · d̂ . (21)

Note that we have dropped the term proportional to v̂ · d̂
in Eq. 8, as it is parametrically suppressed by ⌧/T , which
is small in the dynamic limit.
The signal size, as well as the transition between the

dynamic and static regimes, can be understood by the
employing a closest-object approximation, as discussed
previously. Inspection of Eq. (21) suggests that a closest
object approximation should hold due to the 1/⌧ / 1/r0
in the denominator (and the small spread in the velocity
distribution), and we have checked this using a Monte
Carlo simulation, which we discuss in Sec. IV. In order to
obtain an estimate of the SNR, we compute an estimate
of the minimum ⌧ = ⌧min, generated by a random set
of points. Note that ⌧ also corresponds to the minimum
impact parameter since, |b| = ⌧/v. We calculate this
explicitly in Appendix B and quote the result here,

⌧min '
1

v

s
M

NP f⇢DMvT

⇠
20 yr
p
NP f

✓
M

10�9 M�

◆ 1
2
✓
20 yr

T

◆ 1
2

. (22)

Combining Eqs. (21) and (22) gives a good estimate of
the largest SNR for a given mass and DM density. We
can further estimate the condition for the nearest object
to be in the dynamic limit, meaning ⌧min . T/2,

M . 4⇥ 10�8 M�

✓
NP f

200

◆✓
T

20 yr

◆3

(23)
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and potentially provide some information about the ob-
ject size (see Sec. V).

We now calculate the expressions for the static contri-
butions of Doppler and Shapiro signal shapes (when the
transiting objects are PBHs), and subsequently estimate
their contribution to ⌫̈. In the Dynamic subsection we
will discuss the division between the static and dynamic
signals.

1. Doppler

To obtain the size of the Doppler signal shape, we take
the second time derivative of Eq. (8) evaluated at t = 0,
and use the relation between ⌧ and t0, ⌧2 + t2

0
= r2

0
/v2,

to find

⌫̈

⌫
=

GM

v2⌧
d̂ ·


b̂
3v5⌧2

r5
0

+ v̂
2r2

0
v3⌧ � 3v5⌧3

r5
0

�
, (13)

=
GMv

r3
0

✓
v̂ + 3

vt0
r0

r̂0

◆
· d̂ , (14)

where in the final step we used the relation, |b| = ⌧v.
Note that a static signal can never be isolated and will

always be due to a collection of compact objects. How-
ever, to understand the sensitivity analytically, we can
still make progress by employing the closest-object ap-
proximation. A concern in this approach is whether the
impact of far away objects is truly small since the num-
ber of compact objects at a given distance grows with
distance. However, this is usually a small e↵ect for two
reasons. First, the signal size has a steep power of r0 in
the denominator. Second, the contribution to ⌫̈ does not
grow coherently with number of objects and the contri-
bution from a single object can be positive or negative
(depending on the object’s trajectory). Nevertheless, we
note that this approach breaks down when the signal is
not deep within the static regime, and where the con-
tribution from multiple objects is needed to adequately
estimate the signal size.

Therefore to estimate the signal size from Eq. 14, we
calculate the minimum typical distance of a DM compact
object. This is derived from the minimum distance of
randomly distributed points, around NP pulsars, to the
closest pulsar, and we assume each compact object is of
mass M . The result is derived in Appendix B and we
quote the result here,

rmin ' 0.8

✓
M

NP f⇢DM

◆ 1
3

⇠
10�2 pc

(NP f)
1
3

✓
M

10�6 M�

◆ 1
3

. (15)

Roughly speaking, the static signal condition can be
taken as rmin & vT . However, as discussed above, this is
the condition that the static analytic estimates are valid,
not that a static search cannot be performed, as the static

analytic estimates make use of the closest-object approx-
imation; but when many objects are near the static limit
boundary, many objects make similar contributions to ⌫̈.
With this expression for rmin we can now estimate the

size of this signal (dropping angular factors),

⌫̈

⌫
'

2GMv

r3
min

⇠ 3⇥ 10�32

✓
NP f

200

◆
Hz2 . (16)

Notice that the mass dependence has dropped out due
to scaling of the minimum distance as M

1
3 . We note

that single pulsar measurements have �⌫̈/⌫ & 10�31 Hz2

and so do not have su�cient sensitivity to see this static
signal. However, as we will see future arrays profit sig-
nificantly from an increase in both observation time (as
the uncertainty drops as / T�7/2), and from many more
pulsars in the, and so will be capable of measuring such
tiny deviations.
In general compact objects will generate a signal if

they gravitationally interact with either the Earth or
the pulsar, which we label as the ‘Earth term’ and ‘pul-
sar term’, respectively. Using correlations between pul-
sars one can reduce the noise that a↵ects only the sig-
nals due to a compact object interacting with the Earth.
The constraints on a Doppler signal are, however, always
dominated by the pulsar term, as opposed to the Earth
term. This can be understood in the limit where all pul-
sars are identical since in that case for the Earth term,
�⌫̈/⌫ / 1/

p
NP , while the signal is constant, such that

the SNR scales as
p
NP . On other hand, for the pulsar

term the noise is independent of the number of pulsars,
while the signal size grows linearly with NP , such that
the SNR scales as NP . Therefore, for large NP , the pul-
sar term dominates.

2. Shapiro

The computation of the static Shapiro signal is analo-
gous to the static Doppler signal. Taking the second time
derivative of Eq. (9), evaluating at t = 0, and simplifying
with t2

0
+ ⌧2 = r2⇥,0/v

2

⇥, gives

⌫̈

⌫
=

8GMv3⇥
r3⇥

✓
t0v⇥
r⇥

◆3 ✓
1�

3⌧2

t2
0

◆
. (17)

As expected, ⌫̈ appears parametrically suppressed com-
pared to the Doppler contribution, though (as com-
mented previously) this is deceiving due to the di↵erent,
and typically smaller, distance scale in the denomina-
tor. We also find the same power of r0 in the denomi-
nator, suggesting that we can again use a closest-object
approximation up to the boundary between the static
and dynamic regimes where multiple objects are crucial
for obtaining the correct signal size.
In a manner similar the Doppler case, we compute the

smallest expected distance of a DM compact object to
the line of sight toward some pulsar, r⇥,min. This is done
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FIG. 1. Schematic pictures of detecting small-scale dark
matter (DM) clumps using a pulsar timing array (PTA). The
impulsive acceleration of a DM clump is determined by its
mass M , the DM clump velocity V relative to the target,
the impact parameter b, and the angle θ between the line
connecting a pulsar and the Earth and the line connecting the
Earth or pulsar and the DM clump at the closest approach.
The case with a DM clump passing near the Earth is shown in
the upper panel, whereas the case with a DM clump passing
near a pulsar is shown in the lower panel.

the amplitude of a fluctuation becomes O(1), it collapses
into a halo or clump dominated by DM. In the spherical
collapse model, this happens at

1 + z ≈
[

νσeq(M)

δc

]

(1 + zeq), (1)

for a clump with mass M formed from a ν-sigma fluctu-
ation. Here σeq(M) is the variance of the linear density
fluctuation on a scale corresponding to a mass M at the
matter-radiation equality, and δc = (3/20)(12π)2/3. The
variance σeq(M) at mass scales larger than M ∼ 1012M!

has been well determined observationally (e.g., [20]). We
can extrapolate the variance to smaller mass scales by as-
suming a power-law primordial power spectrum (∝ knp),
which is a reasonable assumption under inflationary sce-
narios. In this case, we may use an analytical fitting

formula given in [4] (see their Eqs. 92-94)

σeq(M) ≈
2× 10−4

√

fs(ΩΛ)

[

−
1

3
ln

(

M

Mh,eq

)]3/2 ( M

Mh,0

)−(np−1)/6

,

(2)
where Mh,eq ≈ 7.5 × 1015 Ωm

−2h−4 M! and Mh,0 ≈
3.0 × 1022 Ωmh−1 M! are the mass inside the cosmo-
logical horizon at z = zeq and z = 0, respectively, and
fs(ΩΛ) = 1.04− 0.82ΩΛ+2ΩΛ

2. The variance σeq(M) is
a decreasing function of mass M , indicating that struc-
tures with smaller masses form earlier.
We then estimate the density and radius of DM clumps

at their formation. In the spherical collapse model (e.g.,
[21]), the average density can be given as

ρ̄ ≈ κρeq

[

νσeq(M)

δc

]3

, (3)

where κ = 18π2, ρeq = ρ0(1 + zeq)3, and ρ0 = 2.78 ×
10−7 Ωmh2 M! pc−3 is the mean matter density of the
universe at z = 0. The characteristics radius is

R̄ ≈
(

3M

4πρ̄

)1/3

. (4)

Using Eq. (2), Eqs. (3) and (4) for a range of masses
10−12M! ! M ! 10−6 M! the average density can be
approximated as

ρ̄ ∼ 0.41 M! pc−3
(ν

2

)3
(

M

10−10 M!

)−3α

, (5)

and the radius of the clump is

R̄ ∼ 83 AU
(ν

2

)−1
(

M

10−10 M!

)α+1/3

, (6)

where α ≈ 0.02.
We assume that primordial fluctuations are nearly

scale-invariant and follow the Gaussian distribution,
which are consistent with observations at large scales. In
this case, the clump formation probability is ∝ e−ν2/2,
indicating that clumps from low-sigma fluctuations dom-
inates. Also, the average density of the clumps are al-
most scale invariant; larger mass clumps are only slightly
denser (see Eq. 5). However, a non-negligible amount
of high-sigma fluctuations (ν & 1) may be seeded for
a certain range of clump mass, depending on inflation
models. Such clumps, the so-called ultracompact mini-
halos (UCMHs), can have larger survival probabilities
and enhanced observational signatures (e.g., [4, 22, 23]).
In this paper, we do not consider such possibility and
focus on “normal” DM clumps from low-sigma fluctua-
tions, which should represent a conservative estimate of
the detectability of small-scale DM clumps.
Regardless of inflation models, there should be a lower

cut-off mass scale of the clump formation. For instance,
thermal relic DM models have free-streaming scales, be-
low which clustering of DM particles is suppressed by

6

in Appendix B, with the final result,

r⇥,min ' 0.9

s
M

NP f⇢DMd

⇠
0.2 pc
p
NP f

✓
M

M�

◆ 1
2
✓
kpc

d

◆ 1
2

. (18)

As before, we are now able to estimate the size of the
cubic ⌫̈/⌫ in the closest-object approximation. Omitting
angular factors, this is

⌫̈

⌫
'

16GMv3

r3⇥,min

⇠ 8⇥ 10�33

✓
NP f

200

◆ 3
2
✓
M�
M

◆ 1
2
✓

d

kpc

◆ 3
2

Hz2. (19)

Note that the mass dependence does not drop out, as it
did in the Doppler static case. This can be traced to the
geometry involving the distance to the line of sight, which
results in the minimum distance scaling as the square
root (rather than 1/3 power) of the number density of
DM compact objects. This mass scaling agrees with the
analysis of Ref. [46] (though as we commented previously
the constraint on f we obtain does not agree because
of a di↵erence in the limit setting procedure). Because
the Shapiro static signature is small and subdominant to
the Doppler static signal, current pulsar data are unable
to constrain a static signal from DM compact objects.
Nevertheless in Sec. IV we show that future arrays may
be able to observe such tiny contributions.

B. Dynamic limit

In the dynamic limit a compact object is close enough
to the line of sight that it crosses in a time smaller than
the observation time. This means that pulsar timing ex-
periments see the entire signal shape, rendering the ex-
pansions in the static limit invalid. Specifically, we take
the dynamic constraint to be ⌧ < t0 < T �⌧ and we note
that this implies ⌧ < T/2. To extract small signals out of
a noisy background we use the prescription employed in
gravitational wave searches known as the Matched Filter
procedure [51, 52]. The idea is to take the time-of-arrival
data, apply a filtering procedure (namely, we convolute
the data with the Weiner filter), and extract an optimal
signal to noise ratio (SNR). For simplicity, we work in
the limit �t ⌧ ⌧ ⌧ T such that the measurement is un-
a↵ected by cadence or finite width e↵ects (adding these
is straightforward but complicates the expressions). Fur-
thermore, we assume the measurement noise is white. In
this case the SNR is given by,

SNR2 =
1

Sn

Z T

0

dt

✓
�⌫

⌫

◆2

, (20)

where Sn ⌘ �t (tRMS/T )2 . We now compute this for
Doppler and Shapiro signals given in Eqs. (8) and (9).

Unlike the static signal, we expect the backgrounds
in the dynamic case to be less worrisome. Most impor-
tantly, the characteristic signal shape is unlikely to have
significant overlap with other sources of noise. Perhaps
the most prominent candidate to mimic a dynamic signal
are pulsar glitches, which have recently been observed in
millisecond pulsars [43, 44]. However, pulsar glitches are
well parameterized by an instantaneous peak in the phase
with a subsequent falling exponential. Thus they have a
di↵erent frequency structure than the signals of interest
here. A more troubling background is dark baryonic ob-
jects. The baryonic mass distribution is, however, peaked
near a solar mass, whereas the objects we consider in the
dynamic limit have masses M . 10�2 M�.

1. Doppler

To find the SNR of the Doppler signal we insert the
signal shape of Eq. (8) into the expression for the SNR
in Eq. (20). This is valid because, in contrast to the static
case, the fitting procedure for ⌫, ⌫̇ is not degenerate with
the signal. This gives an SNR of

SNR '

 
GM

⌧v2

r
T

Sn

!
b̂ · d̂ . (21)

Note that we have dropped the term proportional to v̂ · d̂
in Eq. 8, as it is parametrically suppressed by ⌧/T , which
is small in the dynamic limit.
The signal size, as well as the transition between the

dynamic and static regimes, can be understood by the
employing a closest-object approximation, as discussed
previously. Inspection of Eq. (21) suggests that a closest
object approximation should hold due to the 1/⌧ / 1/r0
in the denominator (and the small spread in the velocity
distribution), and we have checked this using a Monte
Carlo simulation, which we discuss in Sec. IV. In order to
obtain an estimate of the SNR, we compute an estimate
of the minimum ⌧ = ⌧min, generated by a random set
of points. Note that ⌧ also corresponds to the minimum
impact parameter since, |b| = ⌧/v. We calculate this
explicitly in Appendix B and quote the result here,

⌧min '
1

v

s
M

NP f⇢DMvT

⇠
20 yr
p
NP f

✓
M

10�9 M�

◆ 1
2
✓
20 yr

T

◆ 1
2

. (22)

Combining Eqs. (21) and (22) gives a good estimate of
the largest SNR for a given mass and DM density. We
can further estimate the condition for the nearest object
to be in the dynamic limit, meaning ⌧min . T/2,

M . 4⇥ 10�8 M�

✓
NP f

200

◆✓
T

20 yr

◆3

(23)
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and potentially provide some information about the ob-
ject size (see Sec. V).

We now calculate the expressions for the static contri-
butions of Doppler and Shapiro signal shapes (when the
transiting objects are PBHs), and subsequently estimate
their contribution to ⌫̈. In the Dynamic subsection we
will discuss the division between the static and dynamic
signals.

1. Doppler

To obtain the size of the Doppler signal shape, we take
the second time derivative of Eq. (8) evaluated at t = 0,
and use the relation between ⌧ and t0, ⌧2 + t2

0
= r2

0
/v2,

to find

⌫̈

⌫
=

GM

v2⌧
d̂ ·


b̂
3v5⌧2

r5
0

+ v̂
2r2

0
v3⌧ � 3v5⌧3

r5
0

�
, (13)

=
GMv

r3
0

✓
v̂ + 3

vt0
r0

r̂0

◆
· d̂ , (14)

where in the final step we used the relation, |b| = ⌧v.
Note that a static signal can never be isolated and will

always be due to a collection of compact objects. How-
ever, to understand the sensitivity analytically, we can
still make progress by employing the closest-object ap-
proximation. A concern in this approach is whether the
impact of far away objects is truly small since the num-
ber of compact objects at a given distance grows with
distance. However, this is usually a small e↵ect for two
reasons. First, the signal size has a steep power of r0 in
the denominator. Second, the contribution to ⌫̈ does not
grow coherently with number of objects and the contri-
bution from a single object can be positive or negative
(depending on the object’s trajectory). Nevertheless, we
note that this approach breaks down when the signal is
not deep within the static regime, and where the con-
tribution from multiple objects is needed to adequately
estimate the signal size.

Therefore to estimate the signal size from Eq. 14, we
calculate the minimum typical distance of a DM compact
object. This is derived from the minimum distance of
randomly distributed points, around NP pulsars, to the
closest pulsar, and we assume each compact object is of
mass M . The result is derived in Appendix B and we
quote the result here,

rmin ' 0.8

✓
M

NP f⇢DM

◆ 1
3

⇠
10�2 pc

(NP f)
1
3

✓
M

10�6 M�

◆ 1
3

. (15)

Roughly speaking, the static signal condition can be
taken as rmin & vT . However, as discussed above, this is
the condition that the static analytic estimates are valid,
not that a static search cannot be performed, as the static

analytic estimates make use of the closest-object approx-
imation; but when many objects are near the static limit
boundary, many objects make similar contributions to ⌫̈.
With this expression for rmin we can now estimate the

size of this signal (dropping angular factors),

⌫̈

⌫
'

2GMv

r3
min

⇠ 3⇥ 10�32

✓
NP f

200

◆
Hz2 . (16)

Notice that the mass dependence has dropped out due
to scaling of the minimum distance as M

1
3 . We note

that single pulsar measurements have �⌫̈/⌫ & 10�31 Hz2

and so do not have su�cient sensitivity to see this static
signal. However, as we will see future arrays profit sig-
nificantly from an increase in both observation time (as
the uncertainty drops as / T�7/2), and from many more
pulsars in the, and so will be capable of measuring such
tiny deviations.
In general compact objects will generate a signal if

they gravitationally interact with either the Earth or
the pulsar, which we label as the ‘Earth term’ and ‘pul-
sar term’, respectively. Using correlations between pul-
sars one can reduce the noise that a↵ects only the sig-
nals due to a compact object interacting with the Earth.
The constraints on a Doppler signal are, however, always
dominated by the pulsar term, as opposed to the Earth
term. This can be understood in the limit where all pul-
sars are identical since in that case for the Earth term,
�⌫̈/⌫ / 1/

p
NP , while the signal is constant, such that

the SNR scales as
p
NP . On other hand, for the pulsar

term the noise is independent of the number of pulsars,
while the signal size grows linearly with NP , such that
the SNR scales as NP . Therefore, for large NP , the pul-
sar term dominates.

2. Shapiro

The computation of the static Shapiro signal is analo-
gous to the static Doppler signal. Taking the second time
derivative of Eq. (9), evaluating at t = 0, and simplifying
with t2

0
+ ⌧2 = r2⇥,0/v

2

⇥, gives

⌫̈

⌫
=

8GMv3⇥
r3⇥

✓
t0v⇥
r⇥

◆3 ✓
1�

3⌧2

t2
0

◆
. (17)

As expected, ⌫̈ appears parametrically suppressed com-
pared to the Doppler contribution, though (as com-
mented previously) this is deceiving due to the di↵erent,
and typically smaller, distance scale in the denomina-
tor. We also find the same power of r0 in the denomi-
nator, suggesting that we can again use a closest-object
approximation up to the boundary between the static
and dynamic regimes where multiple objects are crucial
for obtaining the correct signal size.
In a manner similar the Doppler case, we compute the

smallest expected distance of a DM compact object to
the line of sight toward some pulsar, r⇥,min. This is done



• To determine typical timescale, let us determine object of closest 
approach


• Cross-section for Doppler, is a circle.


• Remembering

2

Dark matter clump

earth

pulsar

pulsar
pulsar

b

V, M

θ

Earth term

earth

pulsar

pulsar
pulsar θ

b V, M

Dark matter clump

Pulsar term

FIG. 1. Schematic pictures of detecting small-scale dark
matter (DM) clumps using a pulsar timing array (PTA). The
impulsive acceleration of a DM clump is determined by its
mass M , the DM clump velocity V relative to the target,
the impact parameter b, and the angle θ between the line
connecting a pulsar and the Earth and the line connecting the
Earth or pulsar and the DM clump at the closest approach.
The case with a DM clump passing near the Earth is shown in
the upper panel, whereas the case with a DM clump passing
near a pulsar is shown in the lower panel.

the amplitude of a fluctuation becomes O(1), it collapses
into a halo or clump dominated by DM. In the spherical
collapse model, this happens at

1 + z ≈
[

νσeq(M)

δc

]

(1 + zeq), (1)

for a clump with mass M formed from a ν-sigma fluctu-
ation. Here σeq(M) is the variance of the linear density
fluctuation on a scale corresponding to a mass M at the
matter-radiation equality, and δc = (3/20)(12π)2/3. The
variance σeq(M) at mass scales larger than M ∼ 1012M!

has been well determined observationally (e.g., [20]). We
can extrapolate the variance to smaller mass scales by as-
suming a power-law primordial power spectrum (∝ knp),
which is a reasonable assumption under inflationary sce-
narios. In this case, we may use an analytical fitting

formula given in [4] (see their Eqs. 92-94)

σeq(M) ≈
2× 10−4

√

fs(ΩΛ)

[

−
1

3
ln

(

M

Mh,eq

)]3/2 ( M

Mh,0

)−(np−1)/6

,

(2)
where Mh,eq ≈ 7.5 × 1015 Ωm

−2h−4 M! and Mh,0 ≈
3.0 × 1022 Ωmh−1 M! are the mass inside the cosmo-
logical horizon at z = zeq and z = 0, respectively, and
fs(ΩΛ) = 1.04− 0.82ΩΛ+2ΩΛ

2. The variance σeq(M) is
a decreasing function of mass M , indicating that struc-
tures with smaller masses form earlier.
We then estimate the density and radius of DM clumps

at their formation. In the spherical collapse model (e.g.,
[21]), the average density can be given as

ρ̄ ≈ κρeq

[

νσeq(M)

δc

]3

, (3)

where κ = 18π2, ρeq = ρ0(1 + zeq)3, and ρ0 = 2.78 ×
10−7 Ωmh2 M! pc−3 is the mean matter density of the
universe at z = 0. The characteristics radius is

R̄ ≈
(

3M

4πρ̄

)1/3

. (4)

Using Eq. (2), Eqs. (3) and (4) for a range of masses
10−12M! ! M ! 10−6 M! the average density can be
approximated as

ρ̄ ∼ 0.41 M! pc−3
(ν

2

)3
(

M

10−10 M!

)−3α

, (5)

and the radius of the clump is

R̄ ∼ 83 AU
(ν

2

)−1
(

M

10−10 M!

)α+1/3

, (6)

where α ≈ 0.02.
We assume that primordial fluctuations are nearly

scale-invariant and follow the Gaussian distribution,
which are consistent with observations at large scales. In
this case, the clump formation probability is ∝ e−ν2/2,
indicating that clumps from low-sigma fluctuations dom-
inates. Also, the average density of the clumps are al-
most scale invariant; larger mass clumps are only slightly
denser (see Eq. 5). However, a non-negligible amount
of high-sigma fluctuations (ν & 1) may be seeded for
a certain range of clump mass, depending on inflation
models. Such clumps, the so-called ultracompact mini-
halos (UCMHs), can have larger survival probabilities
and enhanced observational signatures (e.g., [4, 22, 23]).
In this paper, we do not consider such possibility and
focus on “normal” DM clumps from low-sigma fluctua-
tions, which should represent a conservative estimate of
the detectability of small-scale DM clumps.
Regardless of inflation models, there should be a lower

cut-off mass scale of the clump formation. For instance,
thermal relic DM models have free-streaming scales, be-
low which clustering of DM particles is suppressed by
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in Appendix B, with the final result,
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As before, we are now able to estimate the size of the
cubic ⌫̈/⌫ in the closest-object approximation. Omitting
angular factors, this is
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Hz2. (19)

Note that the mass dependence does not drop out, as it
did in the Doppler static case. This can be traced to the
geometry involving the distance to the line of sight, which
results in the minimum distance scaling as the square
root (rather than 1/3 power) of the number density of
DM compact objects. This mass scaling agrees with the
analysis of Ref. [46] (though as we commented previously
the constraint on f we obtain does not agree because
of a di↵erence in the limit setting procedure). Because
the Shapiro static signature is small and subdominant to
the Doppler static signal, current pulsar data are unable
to constrain a static signal from DM compact objects.
Nevertheless in Sec. IV we show that future arrays may
be able to observe such tiny contributions.

B. Dynamic limit

In the dynamic limit a compact object is close enough
to the line of sight that it crosses in a time smaller than
the observation time. This means that pulsar timing ex-
periments see the entire signal shape, rendering the ex-
pansions in the static limit invalid. Specifically, we take
the dynamic constraint to be ⌧ < t0 < T �⌧ and we note
that this implies ⌧ < T/2. To extract small signals out of
a noisy background we use the prescription employed in
gravitational wave searches known as the Matched Filter
procedure [51, 52]. The idea is to take the time-of-arrival
data, apply a filtering procedure (namely, we convolute
the data with the Weiner filter), and extract an optimal
signal to noise ratio (SNR). For simplicity, we work in
the limit �t ⌧ ⌧ ⌧ T such that the measurement is un-
a↵ected by cadence or finite width e↵ects (adding these
is straightforward but complicates the expressions). Fur-
thermore, we assume the measurement noise is white. In
this case the SNR is given by,

SNR2 =
1

Sn

Z T

0

dt

✓
�⌫

⌫

◆2

, (20)

where Sn ⌘ �t (tRMS/T )2 . We now compute this for
Doppler and Shapiro signals given in Eqs. (8) and (9).

Unlike the static signal, we expect the backgrounds
in the dynamic case to be less worrisome. Most impor-
tantly, the characteristic signal shape is unlikely to have
significant overlap with other sources of noise. Perhaps
the most prominent candidate to mimic a dynamic signal
are pulsar glitches, which have recently been observed in
millisecond pulsars [43, 44]. However, pulsar glitches are
well parameterized by an instantaneous peak in the phase
with a subsequent falling exponential. Thus they have a
di↵erent frequency structure than the signals of interest
here. A more troubling background is dark baryonic ob-
jects. The baryonic mass distribution is, however, peaked
near a solar mass, whereas the objects we consider in the
dynamic limit have masses M . 10�2 M�.

1. Doppler

To find the SNR of the Doppler signal we insert the
signal shape of Eq. (8) into the expression for the SNR
in Eq. (20). This is valid because, in contrast to the static
case, the fitting procedure for ⌫, ⌫̇ is not degenerate with
the signal. This gives an SNR of

SNR '

 
GM

⌧v2

r
T

Sn

!
b̂ · d̂ . (21)

Note that we have dropped the term proportional to v̂ · d̂
in Eq. 8, as it is parametrically suppressed by ⌧/T , which
is small in the dynamic limit.
The signal size, as well as the transition between the

dynamic and static regimes, can be understood by the
employing a closest-object approximation, as discussed
previously. Inspection of Eq. (21) suggests that a closest
object approximation should hold due to the 1/⌧ / 1/r0
in the denominator (and the small spread in the velocity
distribution), and we have checked this using a Monte
Carlo simulation, which we discuss in Sec. IV. In order to
obtain an estimate of the SNR, we compute an estimate
of the minimum ⌧ = ⌧min, generated by a random set
of points. Note that ⌧ also corresponds to the minimum
impact parameter since, |b| = ⌧/v. We calculate this
explicitly in Appendix B and quote the result here,
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. (22)

Combining Eqs. (21) and (22) gives a good estimate of
the largest SNR for a given mass and DM density. We
can further estimate the condition for the nearest object
to be in the dynamic limit, meaning ⌧min . T/2,

M . 4⇥ 10�8 M�

✓
NP f

200

◆✓
T

20 yr

◆3

(23)
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and potentially provide some information about the ob-
ject size (see Sec. V).

We now calculate the expressions for the static contri-
butions of Doppler and Shapiro signal shapes (when the
transiting objects are PBHs), and subsequently estimate
their contribution to ⌫̈. In the Dynamic subsection we
will discuss the division between the static and dynamic
signals.

1. Doppler

To obtain the size of the Doppler signal shape, we take
the second time derivative of Eq. (8) evaluated at t = 0,
and use the relation between ⌧ and t0, ⌧2 + t2

0
= r2

0
/v2,

to find

⌫̈

⌫
=

GM

v2⌧
d̂ ·


b̂
3v5⌧2

r5
0

+ v̂
2r2

0
v3⌧ � 3v5⌧3

r5
0

�
, (13)

=
GMv

r3
0

✓
v̂ + 3

vt0
r0

r̂0

◆
· d̂ , (14)

where in the final step we used the relation, |b| = ⌧v.
Note that a static signal can never be isolated and will

always be due to a collection of compact objects. How-
ever, to understand the sensitivity analytically, we can
still make progress by employing the closest-object ap-
proximation. A concern in this approach is whether the
impact of far away objects is truly small since the num-
ber of compact objects at a given distance grows with
distance. However, this is usually a small e↵ect for two
reasons. First, the signal size has a steep power of r0 in
the denominator. Second, the contribution to ⌫̈ does not
grow coherently with number of objects and the contri-
bution from a single object can be positive or negative
(depending on the object’s trajectory). Nevertheless, we
note that this approach breaks down when the signal is
not deep within the static regime, and where the con-
tribution from multiple objects is needed to adequately
estimate the signal size.

Therefore to estimate the signal size from Eq. 14, we
calculate the minimum typical distance of a DM compact
object. This is derived from the minimum distance of
randomly distributed points, around NP pulsars, to the
closest pulsar, and we assume each compact object is of
mass M . The result is derived in Appendix B and we
quote the result here,

rmin ' 0.8
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◆ 1
3

⇠
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(NP f)
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3

✓
M

10�6 M�
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3

. (15)

Roughly speaking, the static signal condition can be
taken as rmin & vT . However, as discussed above, this is
the condition that the static analytic estimates are valid,
not that a static search cannot be performed, as the static

analytic estimates make use of the closest-object approx-
imation; but when many objects are near the static limit
boundary, many objects make similar contributions to ⌫̈.
With this expression for rmin we can now estimate the

size of this signal (dropping angular factors),

⌫̈

⌫
'

2GMv

r3
min

⇠ 3⇥ 10�32

✓
NP f

200

◆
Hz2 . (16)

Notice that the mass dependence has dropped out due
to scaling of the minimum distance as M

1
3 . We note

that single pulsar measurements have �⌫̈/⌫ & 10�31 Hz2

and so do not have su�cient sensitivity to see this static
signal. However, as we will see future arrays profit sig-
nificantly from an increase in both observation time (as
the uncertainty drops as / T�7/2), and from many more
pulsars in the, and so will be capable of measuring such
tiny deviations.
In general compact objects will generate a signal if

they gravitationally interact with either the Earth or
the pulsar, which we label as the ‘Earth term’ and ‘pul-
sar term’, respectively. Using correlations between pul-
sars one can reduce the noise that a↵ects only the sig-
nals due to a compact object interacting with the Earth.
The constraints on a Doppler signal are, however, always
dominated by the pulsar term, as opposed to the Earth
term. This can be understood in the limit where all pul-
sars are identical since in that case for the Earth term,
�⌫̈/⌫ / 1/

p
NP , while the signal is constant, such that

the SNR scales as
p
NP . On other hand, for the pulsar

term the noise is independent of the number of pulsars,
while the signal size grows linearly with NP , such that
the SNR scales as NP . Therefore, for large NP , the pul-
sar term dominates.

2. Shapiro

The computation of the static Shapiro signal is analo-
gous to the static Doppler signal. Taking the second time
derivative of Eq. (9), evaluating at t = 0, and simplifying
with t2

0
+ ⌧2 = r2⇥,0/v

2

⇥, gives
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◆3 ✓
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3⌧2

t2
0

◆
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As expected, ⌫̈ appears parametrically suppressed com-
pared to the Doppler contribution, though (as com-
mented previously) this is deceiving due to the di↵erent,
and typically smaller, distance scale in the denomina-
tor. We also find the same power of r0 in the denomi-
nator, suggesting that we can again use a closest-object
approximation up to the boundary between the static
and dynamic regimes where multiple objects are crucial
for obtaining the correct signal size.
In a manner similar the Doppler case, we compute the

smallest expected distance of a DM compact object to
the line of sight toward some pulsar, r⇥,min. This is done
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types of dark matter exist, and that ΩDM is made up of a
composite of these two classes.

In a recent and exciting development, non-baryonic
dark matter has been detected indirectly via its gravita-
tional influence in the Bullet Cluster (Clowe et al. 2006).
Since baryons, thermal relic dark matter, and non-thermal
dark matter all decouple from the primordial plasma at
different times and possess different interactions, it is ex-
pected that the small-scale structure that forms composed
of these types of matter will be quite different from one
another. Baryons will remain in either diffuse gas clouds or
collapse to form MACHOs, thermal dark matter will have its
small scale structure on scales below 10−4 to 10−6 M" sup-
pressed by Silk damping, whereas non-thermally produced
dark matter will have no such cutoff in its spectrum. Ther-
mal dark matter will produce, on small scales, diffuse WIMP
microhalos after gravitational collapse down to masses of
about one Earth mass (Green, Hofmann, & Schwarz 2005;
Loeb & Zaldarriaga 2005; Diemand, Moore, & Stadel 2005;
Bertschinger 2006), whereas non-thermal dark matter will
produce collapsed structure down to much smaller mass
scales, without a cutoff in the spectrum, which will produce
Non-thermal Axionic Collapsed HalOS (NACHOs). Under
certain circumstances (Sikivie 2006; Zurek, Hogan, & Quinn
2006), the non-thermal dark matter will produce halos
with substantial enhancements in density and abundance
at ∼ 10−12 M", known as axion miniclusters. In either case,
these dark matter structures on the smallest scales may sur-
vive intact to the present day as substructure within larger
collapsed structure such as our own galaxy (Goerdt et al.
2006). While large-scale dark matter structures like our
galaxy’s halo are expected to be smooth to a simple approxi-
mation, realistic models include clumps, cusps, and possibly
caustics.

This paper demonstrates that pulsar timing measure-
ments can be used to probe the dark matter substructure
in our own galaxy which transits across the line-of-sight be-
tween a pulsar and an observer. As the dark matter sub-
structure transits, the variation in the light-travel-time of
the pulses is of sufficient magnitude that the more stable
millisecond pulsars should be able to not only detect the
substructure, but to discriminate between the different sig-
natures of MACHOs, NACHOs, and WIMPs. The remain-
der of this paper is layed out as follows. Section 2 presents a
derivation of the delay in the light-travel-time due to a grav-
itational source intervening near or across the line-of-sight
between an emitter and an observer, providing a number of
examples. Section 3 applies this idea to the physical case of
using pulsar timing measurements to detect the intervening
dark matter substructure between Earth and the pulsar of
interest. Section 4 discusses the possibility of differentiating
between different types of dark matter and constraining its
properties through precision timing measurements. Finally,
Section 5 summarizes the major successes and drawbacks of
this method, detailing the challenges of using pulsar timing
to search for dark matter in our own galaxy.

2 GRAVITATIONAL TIME DELAY

One consequence of general relativity is the delay in the
light-travel-time (l.t.t.) due to intervening gravitational

Figure 1. The generic configuration for a fixed emitter and ob-
server, with a gravitational source of radius rmax transiting across
or close to the line-of-sight. The emitter-observer distance is taken
to be l, while the gravitational source has a distance to the ob-
server !x and a velocity !v, both of which have components per-
pendicular (x⊥, v⊥) and parallel (x‖, v‖) to the line-of-sight. The
minimum distance between the gravitational source and the line-
of-sight as the source transits is defined as the impact parameter,
b.

sources between an emitter and an observer (Shapiro 1964).
This effect, known (for a point source) as the Shapiro time
delay, is one of the classic solar system tests of Einstein’s
relativity (Baez & Bunn 2005). This effect can be applied
to extended sources and larger scales as well. If any col-
lapsed substructure within our galaxy transits across the
line-of-sight (l.o.s.) between an emitter and an observer, then
the l.t.t. will be altered by the gravitational presence of the
galactic substructure. The remainder of this Section is de-
voted to a derivation of the magnitude of the delay in the
l.t.t. due to transiting collapsed substructure.

Consider the configuration shown in Figure 1: an emit-
ting source is a fixed distance l from an observer, with a
transiting gravitational source near the l.o.s., with a min-
imum distance to the l.o.s. (i.e. impact parameter) b. The
gravitational source has a velocity !v(t) and position !x(t),
where the velocity, assumed to be constant, has components
parallel (v‖) and perpendicular (v⊥) to the l.o.s., while the
position deviates from its initial value only in the direction
given by !v. The two cases of physical importance to consider
are when the radial size of the gravitational source (rmax) is
either greater or smaller than the impact parameter, b.

To determine the time delay induced by the presence of
this gravitational source, we integrate a null geodesic from
the emitter to the observer. We consider the weak-field met-
ric for a single gravitational source,

ds2 = −(1 + 2
φ
c2

)c2dt2 + (1 − 2
φ
c2

)dχ2 + χ2dΩ2, (1)

where φ is the gravitational potential induced by the pres-
ence of a single gravitational source. In the presence of mul-
tiple sources, we note that this procedure can be used to
calculate the time delay for each source individually and
then the effects can be summed, since the fields are weak.

We choose a radial null geodesic along the l.o.s. from
the emitting source to the observer, working in coordinate
time, and find that the total l.t.t. is

t = t0 + ∆t =

∫ observe

emit

dt =

∫ observe

emit

1
c
(1 − 2

φ
c2

)dχ. (2)
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For such small masses, these signals are su�ciently quick
to appear as a transient in pulsar timing experiments,
while for larger masses the Doppler signal can only ap-
pear in a static search which was detailed previously.

Again one can compare contributions from the pulsar
and Earth terms assuming the pulsars are identical. For
dynamic signals, the Earth term scales as Sn / 1/NP ,
while the signal is constant. However, for the pulsar term
the noise is independent of the number of pulsars, while
the signal size grows linearly with NP . Therefore, the
SNR scales identically with NP for the pulsar and Earth
term.4 Therefore, deep in the dynamic limit their con-
straints should be comparable. However, for the pulsar
term the dynamic condition, ⌧ < T/2, is easier to sat-
isfy since ⌧ / 1/

p
NP , whereas for the Earth term ⌧ is

independent of NP . Thus for larger masses we expect
the pulsar term to become more sensitive. For simplic-
ity we only use the pulsar term but note that one could
achieve improved sensitivity deep in the dynamic limit
by studying both of these contributions.

2. Shapiro

Finally we arrive at the dynamic Shapiro signal. To
find the SNR of the dynamic Shapiro signal we insert the
signal shape of Eq. (9) into the expression for the SNR
in Eq. (20). This gives an SNR of

SNR =

✓
4GM

⌧

◆r
⇡

8

⌧

Sn
. (24)

Here the SNR drops o↵ as ⌧�1/2 and therefore we can
again estimate the limits using the closest-object approx-
imation. As before, the minimum ⌧ is related to the min-
imum impact parameter of a set of randomly generated
points near an infinite line, ⌧ = |b| /v. Thus we obtain a
minimum signal width,
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We can now use this to estimate the maximum mass
which will generate a dynamic Shapiro signal, ⌧min .
T/2:

M . 10�2 M�

✓
NP f

200

◆✓
T

20 yr

◆2 ✓ d

kpc

◆
. (26)

4 This is in contrast to the results presented in [47], which claims
to achieve more powerful constraints with the Earth term at
lower masses. The discrepancy can be traced to parametrically
di↵erent estimates of the impact parameter, b. Ref. [47] assumes
b ⇠ vT , based on dimensional analysis, whereas we derive more
specific estimates.

T [yr] tRMS [ns] �t [wk] d [kpc] NP

Current 5� 30 50� 104 1� 4 0.5� 5 73
SKA 20 50 2 5 200
Optimistic 20 25 1 10 1000

TABLE I: Summary of timing parameters that
characterize pulsar timing capabilities. SKA projections
are taken from [59]. Current constraints are compiled

from various sources [53–55, 60] as described in the text.

IV. CONSTRAINTS ON PRIMORDIAL BLACK
HOLES

We are now prepared to compute the sensitivity of
PTAs to PBHs using the signatures we have discussed.
Assuming a null result, we study the capability of the
searches to set constraints on DM compact objects in the
(M, f) plane, where f ⌘ ⌦/⌦DM denotes the fraction of
dark matter contained in PBHs of mass M .

Before setting constraints let us briefly comment on
current and future pulsar timing capabilities. To esti-
mate the capabilities of current pulsars we compiled data
from PPTA [53], EPTA [54], Nanograv [55], as well as the
combined international collaboration, IPTA [56], culmi-
nating in 73 unique pulsars (for 13 of these pulsars no
distance was quoted, so we assume a distance typical of
the rest of the set, 1 kpc from the Earth). For the 2015
data releases we assume an additional three years’ ob-
serving time in order to derive constraints corresponding
to current data. In setting our limits with current data
we use parameters from this set without any additional
approximations (in particular, we do not resort to ap-
proximating the current data as an identical set of pul-
sars with some chosen parameters). Since pulsar timing
precision improves quickly with observation time, contin-
uing to observe these pulsars results in a rapid improve-
ment in the ability of PTAs to discover DM compact ob-
jects. Nevertheless, with the upcoming construction of
the Square Kilometer Array (SKA) [57] (and its already
running precursor, MeerKAT [58]), the number of high
precision millisecond pulsars is expected to dramatically
increase with the potential of uncovering every millisec-
ond pulsar beaming toward Earth in the entire Milky
Way. The particular capabilities of the future millisec-
ond pulsar set are not well-known, due to uncertainties
both in final capabilities of the array and the number
of detectable pulsars in our galaxy. In forming our pro-
jections we use the Phase II numbers in Ref. [59] which
correspond to 200 millisecond pulsars with 50 ns timing,
and two week cadence. Furthermore, we take the typi-
cal distance of a pulsar from the Earth to be five kpc.
We also present results for a more optimistic case, where
SKA finds 1000 millisecond pulsars, with 25 ns timing,
which can be observed with weekly cadence and have a
typical distance from the Earth of ten kpc. The assumed
experimental parameters are summarized in Table I.

• Cross-section for Shapiro is a rectangle
d



DYNAMIC BACKGROUNDS

• Dynamic signal more spectacular than 
static signal.


• Shape differences could help 
differentiate from glitches etc.


• DM signals are non-dispersive


• Baryonic structure too few at these 
masses

Microlensing E N C Y C L O P E D I A O F A S T R O N O M Y AN D A S T R O P H Y S I C S

Figure 3. The first LMC microlensing candidate from the
MACHO project. (Expanded view: 6 yr of constant data are
outside the plot). Upper and middle panels show brightness
versus time in blue and red passbands respectively, in units of
the baseline value. Points with error bars are observations, the
curve is the best microlensing fit. The lower panel shows the
ratio of red/blue flux, illustrating the lack of color change.

(iii) Approximately 18 events with durations 30–200 days
have been observed towards the Magellanic Clouds.
The implied optical depth is well above expectation
from ‘known’ stars, and is roughly 1/3 of the value
expected (τ ≈ 5 × 10−7) for an all-MACHO dark
halo. The relatively long durations imply lens masses
of roughly 0.3–0.7 solar mass, which is a puzzle as
discussed below.

(iv) Many events are now detected in real time and
announced on the world-wide web. This enables
more frequent monitoring of ongoing events, giving
more precise tests of the shape. This has attracted
considerable interest since, where the lens is a
low-mass star (probably the case for most of the
events towards the Galactic bulge), a planet around
the lens star may give rise to a short-duration
‘blip’ superimposed on the smooth microlensing
lightcurve: this method is potentially sensitive to
low-mass planets down to a few Earth masses,
below the range accessible to radial-velocity planet
searches. Two groups called PLANET and MPS are
now searching for this effect.

Current questions in microlensing
The nature of the objects giving rise to the lensing towards
the Magellanic Clouds is a significant puzzle at present;
the inferred lens masses are well above 0.1M$, which
means that they cannot be ordinary hydrogen-burning
stars in a spherical halo, as these would be visible in
large numbers in deep images, e.g. the Hubble Deep Field.
There are two classes of solution: either the lenses are
in the halo but are much fainter, e.g. old white dwarfs
or possibly primordial black holes, or they are low-mass
stars but in a non-halo population, i.e. preferentially
concentrated in the foreground of the LMC. The white-
dwarf solution has significant problems associated with
early metal production but has received some support
recently from a possible detection of proper motions of
faint objects in the HUBBLE DEEP FIELD. Various classes of non-
halo population have been proposed, e.g. a ‘thick’ LMC
disk, a small dwarf galaxy projected in front of the LMC, a
warped Milky Way disk etc, but several searches for such
populations have been negative.

There are several ways of testing these possibilities:
one is to measure distances to individual lenses. In a
‘standard’ microlensing event as in figure 2 it is impossible
to measure the lens distance since the one physical
parameter (event duration) depends on three unknowns,
the lens mass, distance and transverse velocity. However,
as proposed by Gould and others, a small fraction of
observed events should deviate from the standard shape
for one of several reasons: the non-uniform motion of the
Earth, the finite size of the source, a binary lens etc. In
these cases we can obtain an additional observable which
constrains the location of the lens. At present there are
only one or two such cases for Magellanic Cloud lensing.
Future satellite observations may help to measure lens
distances, either by measuring the ‘parallax’ effect or the
small centroid shift during the event.

Another active area is the search for microlensing to-
wards the ANDROMEDA GALAXY, M31. This is considerably
more challenging since the greater distance means that
there are multiple unresolved stars per resolution element,
and sophisticated image differencing techniques are nec-
essary. However, it has the advantage that microlens-
ing from M31’s own halo will produce substantially more
events towards the far side of M31’s disk than towards the
near side, owing to the nearly edge-on inclination. Two
groups called AGAPE and MEGA have done pilot stud-
ies and are currently undertaking large-scale searches to-
wards M31.

Cosmological microlensing
Although microlensing within the LOCAL GROUP is the main
application at present, microlensing of ‘point’ sources
at cosmological distances (e.g. quasars, supernovae or
gamma-ray bursts) may also be observable. In the case of a
quasar lensed into multiple images by a foreground galaxy,
the individual stars in the galaxy may act as microlenses.
Here the microlensing appears as brightness changes
unique to one image of the multiplet (after correcting for
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Dispersion used in Microlensing to 
differentiate lensing blip from a 
dispersive blip 



STATIC BACKGROUNDS

• A few pulsars already display non-zero second derivative.


• Will need to supplement with E&M observations to subtract 
known nearby objects.


