
WP3b_a: Electronics 
○ Readout for scaling up the systems 
  - Multiplexing 
  - Custom RFSoc based fast DAQ 
  - 4K electronics (cryo-ASIC, cryo-FPGA?) 
  - Cryo switches? 
○ Standardization of design (of readout or devise?), packaging, tools, testing facility 

WP3b_b: High energy particle detection 
○ Coincidence detectors  
○ TES with higher Tc material 
○ R&D for achieving the highest energy resolution  
   - Metrological calibration lines above 50 keV - 300 keV 
   - Understand the bias effect due to BG particles/heat 

WP3b_c: Resilient integration of superconducting system 
○ Recipe of standard integration?



Custom RF-SoC based digitizer 
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Another Activity for Improvement
For more efficient measurement,  
we are developing a new spectrometer with an RFSoC.

©Anritsu
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Commercial Signal Analyzer 
(Anritsu MS2840A)

2 MHz bandwidth 4 GHz bandwidth
✕ 2000 wider!!

Poster (Hiroki Takeuchi)  
 
"dSpec, dead-time free spectrometer for WISP searches  
using 5G telecommunication technologies"


New Spectrometer "dSpec"

DOSUE-RR experiment (Patras 2023)

https://agenda.infn.it/event/34455/contributions/202526/attachments/107934/152486/18thPatras_takeuchi.pdf


SFQ based QEC decoder 

"4K Electronics"
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FIG. 1. The quantum-classical interface of a quantum computer. a. The generic stack of elements needed for quantum
computing. b. Control and readout sub-systems, distributed between room temperature and 100 mK. The brown cryo-CMOS
chip addresses the IO bottleneck for control signals. c. Photograph and electron micrograph of our qubit test platform based
on 30 GaAs quantum dots [see Supp. Mat for details]. d. Photograph showing the cryo-CMOS chip (red box), qubit test
chip (blue box), and resonator chip (purple box). Each chip is anchored to a gold-plated copper thermalization pillar, with
a separate pillar used for the CMOS chip . e. Simplified thermal conductance model of the setup. The intended use of the
partially separate cooling pillars is to increase the thermal conductivity to the mixing chamber (big red arrow) while reduce
the direct heat (little red arrow) flowing from the hot CMOS chip to the qubit devices.

near 100 mK, providing a scalable platform for control-
ling the large number of qubits needed to realise quantum
applications.
Experiment
The placement of the CMOS control-chip in relation to
the stack of elements needed for quantum computing is
shown in Fig. 1a and b. A 30 quantum dot test plat-
form, shown in Fig. 1c, is tightly packaged with the
cryo-CMOS chip and also wire bonded to a third chip
that comprises superconducting resonators for frequency
multiplexed readout27. The generic platform based on
GaAs quantum dots and resonator structures is qubit
agnostic, serving as a test vehicle for fast and sensitive
measurement of the output signals from the CMOS chip
at 100 mK [see Supp. Mat for details]. In order to
mitigate unwanted heating of the quantum devices, the
chip-packaging arrangement also includes some provision

for thermal management by silver pasting each chip to
partially-separated gold-plated copper pillars that are in
parallel thermal contact to the mixing-chamber stage of
a dilution refrigerator [see Fig. 1d]. This arrangement is
intended to reduce the direct heat flow from the CMOS
circuits to the qubit chip as shown in Fig. 1e. A cus-
tom printed circuit board (PCB) and wire-bonds make
electrical connection between the chips.
The control-chip is implemented in 28 nm - fully

depleted silicon on insulator (FDSOI) technology, a
low power and low leakage CMOS platform that is
well suited to cryogenic operation28–30. Transistors in
this FDSOI technology have the utility of configuring
a back-gate bias to o↵set changes in threshold voltage
with temperature. This process provides both high
(1.8V) and low voltage (1V) devices and also allows
for individual back-gate control of n-type and p-type

SFQ = Single Flux Quanta

TABLE I
SUMMARY OF SFQ LOGIC ELEMENTS

cell JJs Bias current
(mA)

Area
(µm2)

Latency
(ps)

splitter 3 0.300 900 4.3
merger 7 0.880 900 8.2
1:2 switch 33 3.464 8100 10.5
destructive readout (DRO) 6 0.720 900 5.1
nondestructive readout (NDRO) 11 1.112 1800 6.4
resettable DRO (RD) 11 0.900 1800 6.0
dual-output DRO (D2) 12 0.944 1800 6.8

appropriate signal delay in each direction for coming Spike so
that a Spike from the highest priority direction must come faster
than the others.

• Spike out module: This module sends a Spike to the appropriate
direction based on values of the CurrentRow and the FlagToken.

• Syndrome out module: This module sends a Syndrome signal to
the direction indicated by the Dir register that stores the opposite
direction of the coming Spike. It also generates a correction signal
to the associated data qubit.

• BasePointer module: This module controls which bit position in
Reg to be read out based on the value of the base register. The
read value from Reg is used to decide whether the Unit should
send a Spike.

C. SFQ logic gates
We designed the QECOOL hardware based on an RSFQ cell

library [22] developed for a niobium nine-layer, 1.0-µm fabrication
technology [9], [15]. Table I summarizes the SFQ logic gates used
in this work. Since the essential element of SFQ that affects power
consumption and hardware cost is Josephson junction (JJ), the Table
shows the number of JJs for each gate and assumed the bias current
required for operation. The operating temperature and designed supply
voltage are 4-K and 2.5 mV, respectively. In RSFQ, since most of
the power is consumed statically almost independent of switching
activities, it is calculated by multiplying the bias voltage and currents.

TABLE II
THE TOTAL NUMBER OF LOGIC ELEMENTS, THE NUMBER OF JJS, CIRCUIT
AREA AND THE OF EACH MODULE THAT CONSTITUTES AN ANCILLA UNIT

BASED ON THE AIST 10-KA/CM2 ADP CELL LIBRARY [22].

cell State
machine

Prio-
ritiz-
ation

Base
pointer
(7-bit)

Spike
out

Synd-
rome
out

Other Total
(7-bit)

splitter 17 4 8 2 31
merger 14 9 30 8 2 2 65
1:2 switch 8 3 11
DRO 3 3
NDRO 20 20
RD 6 30 4 4 44
D2 6 6
Wire 196 82 1085 91 18 1472
Total JJs 675 157 1935 314 58 38 3177
Total area
(µm2) 265500 82800 709200 129600 25200 62100 1274400

Total bias
current (mA) 69.7 15.3 208.5 32.2 5.4 5.0 336

Latency (ps) 98.7 28.0 147 61.1 10.4 215

We used the Josephson simulator (JSIM) [6], a SPICE-level simula-
tor, to verify the functionality of the designed Unit with 7-bit Reg and
evaluate its latency. Table II shows the total number of JJs, total area,
total bias current, and latency of each module. Figure 6 shows the
layout of the QECOOL Unit. A Unit consists of 3177 JJs in total,
and its area footprint is 1.274 mm2. The maximum delay of the
designed circuit is 215 ps, results in the maximum operating frequency
of about 5 GHz. It can operate fast enough to achieve the required
QEC latency described later in Section V-A. The power consumption
of a Unit is 336[mA] ⇥ 2.5[mV] = 840[µW] including the wiring power,
if implemented with RSFQ logic.
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Fig. 6. The layout of the designed QECOOL Unit

Fig. 7. Physical vs. logical error rate plot for the QECOOL algorithm operating
at several frequencies.

V. EVALUATIONS OF THE ONLINE-QEC DECODER

A. Execution cycles

TABLE III
PER LAYER EXECUTION CYCLES OF QECOOL
p = 0.001 p = 0.005 p = 0.01

d Max Avg � Max Avg � Max Avg �

5 104 6.10 4.99 144 10.4 11.2 166 15.6 15.8
7 303 11.8 14.5 515 28.7 30.1 557 47.4 43.9
9 800 22.7 30.6 1018 64.2 57.7 1308 107 89.7
11 996 41.6 53.6 1779 120 95.3 2435 201 161
13 1890 71.3 82.9 3289 199 147 4072 337 266

Table III shows the number of execution cycles per layer for
QECOOL for several combinations of coding distance d and physical
error rate p. It is observed that the execution cycles of QECOOL are
highly dependent on d and p.

Since it is reported that measuring ancilla bit takes about 1µs [10],
QEC is fast enough if the process for one layer is finished within 1µs.

B. Error correction performance
We use the same error model as in Subsection III-C to evaluate the

performance of QECOOL for online-QEC. The measurement process
is assumed to be performed once every 1 µs. Each Unit has 7-bit Reg,
and thv in Algorithm 1 is set to 3. If Reg overflows because of the
slow QEC performance, the trial is considered as a failure.

Figures 7(a) and (b) indicate that the slower frequency causes buffer
overflow of Unit, which affects the error correction performance at
larger code distance d. Only in Figure 7(c), we can observe the pth of
QECOOL at approximately p = 1.0%, which is slightly smaller than
that of batch-QECOOL.

C. Power estimation with ERSFQ logic
To put the more decoder units in a dilution refrigerator, their power

consumption should be much lower, and the RSFQ technology is not

Ueno et al (2021)

2.8µW @3000 josephson junction

SQUID loop

https://www.nature.com/articles/s41928-020-00528-y
https://arxiv.org/abs/2103.14209

