
RCS-IT Technical Committee: Registry
Ricardo Rocha, IT-PW



Registry Discussion

Last rounds after a request to IT (Sep 22nd 2023) and ATLAS S&C workshop (Feb)
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Project Overview

Harbor is a CNCF Graduated project

Backed by Distribution (the Docker Registry) with many added things

Project Quotas

OCI Artifact Support

Vulnerability Scanning (trivy, …), Artifact Signing (sigstore, …), SBOMs

Proxy Caches and Automated Replication

Non Blocking Garbage Collection

Tag Immutability and Retention Policies
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Quotas and Tag Handling

Strict quota handling for storage control with automated garbage collection

Advanced tag policies: retention and immutability

https://kubernetes.docs.cern.ch/docs/registry/best-practices/
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https://kubernetes.docs.cern.ch/docs/registry/best-practices/


Multiple Architectures

https://kubernetes.docs.cern.ch/docs/registry/quickstart/#multi-arch

Image metadata manifest pointing to multiple artifacts

Similar mechanism for signatures and SBOMs

Ongoing work to support further optimization (CPU capabilities, …)
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https://kubernetes.docs.cern.ch/docs/registry/quickstart/#multi-arch


Continuous Integration with GitLab

https://kubernetes.docs.cern.ch/docs/registry/gitlab/
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REGISTRY_USER robot account, usually at group level

REGISTRY_PASSWORD robot account, usually at group level

REGISTRY_IMAGE_PATH registry.cern.ch/myrepo/myimage:mytag

PUSH_IMAGE true/false

ACCELERATED_IMAGE true/false

PLATFORMS linux/amd64,linux/arm64

COSIGN_PRIVATE_KEY base64 encoded, usually at group level

https://kubernetes.docs.cern.ch/docs/registry/gitlab/


Proxy Caches

Pull-through cache for other registries

https://kubernetes.docs.cern.ch/docs/registry/quickstart/#pull-through-caches

Useful to go around rate limiting, enforced CVE/Vulnerability checks
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docker.io

quay.io

ghcr.ioregistry.cern.ch

https://kubernetes.docs.cern.ch/docs/registry/quickstart/#pull-through-caches


Automated Replication

Push to target or pull from source

Triggered manually, scheduled or event based

In use for integration with TN, public clouds, sync with upstream registries
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Image Lazy Pulling

https://kubernetes.docs.cern.ch/docs/runtime/lazypulling/

File based (not layer) pull at runtime, on request

atlas/athena (~17GB)
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mode pulling time RAM ingress on node execution time 

native 3m37s 257MB 5.84GB 7m15s

esgz 16s 1360MB 0.84GB 8m14s

https://kubernetes.docs.cern.ch/docs/runtime/lazypulling/


Security Enhancements

Automated vulnerability scans, image signing, SBOM generation (preview)

Policy enforcement for image access, CVE severity, allowlists, …
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Integration Points

Available webhooks for multiple events

Artifact PUSH, PULL, DELETE, 

Image scan COMPLETED, FAILED

Project Quota EXCEED

Example usage: unpacked CVMFS, ATS workflows 
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Ongoing Work

Business Continuity / Disaster Recovery

Instance in the PDC, S3 bucket backup in 2nd Network Hub, Public Cloud

Improved SBOM integrations

Fully supported but recent work in the upstream project for visualization

Provenance and runtime checks

Zero vulnerabilities at pull time, but days later? And who’s using it? 

Harbor improvements: job dashboard, easier robot accounts, CloudEvents support, … 
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Other Work

Ongoing thread with OSG for integration with Soteria

In a similar way to the GPN-TN automated replication described before
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Soteria / OSG registry.cern.ch

replication: 
event-based on push

CI

https://osg-htc.org/soteria-docs/


Questions?
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