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CERN TO tape outlook for HI run

30/08/23 - Julien Leduc for CTA team



Total available throughput for LHC experiments:
40GB/s to 52GB/s

e Per LHC experiment:
« SLA bandwidth to tape per LHC experiment: 10GB/s
« Maximum 20GB/s on a single instance (subject to total bandwidth constraints)
« Archive tape buffer of approximately 200TB

 Total shared throughput to tape:
« 60GB/s distributed over 5 tape libraries
« Meant to cover library/drive losses:

« 1 library loss removes 12GB/s of throughput leaving TO tape with 48GB/s of throughput
Guarantees LHC traffic 4x10GB/s + non LHC traffic (6-8 GB/s)

Depending on tape hardware availability and non LHC traffic:
40 to 52 GB/s shared between LHC experiments

10 to 20 GB/s of archive traffic per experiment depending on others activity




Non LHC archive traffic: 8GB/s reserved

* Up to 10GB/s of throughput over last 30 days
e SMEs
« various backups to CTA

e CTA mustreserve 8GB/s for non LHC traffic
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Additional throughput above 10GB/s SLA is on
Best Effort basis

e Archive Best Effort over SLA rules

* No tape staging allowed in the previous envelope
« Assumes all tape hardware dedicated to archival
« Staging activities will be delayed outside of archive peaks with low rate
* Lowered staging rate according to global archival needs
 Experiments with high priority staging will get lower archive throughput
« for example: 3 drives allocated for staging means 1GB/s of archival bandwidth
removed for this experiment




Best Effort archive throughput example
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e Constraint-driven real life throughput
* ALICE is currently archiving to tape from ALICE O2 between 10 and 20GB/s of
throughput
* Fixed number of streams, single class of traffic
« Tape bandwidth fluctuates depending on external constraints




Move non DAQ traffic (derived data/MC data)
when there is no beam or after HI

Cumulated archive transferSpeed

ATLAS: CRAW data E=DERIVED data

8 GB/s
6 GB/s
4 GB/s

2 GB/s

[FrEEtSEy PR ' B - L el
o0l | bl RNy gl J‘ -

i L tnn Ul am@ |1 @l | AR
06/071200 06/0800:00  06/0812:00  06/0900:00  06/0912:00  06/1000:00  06/101200  06/1100:00  06/1112:00  06/1200:00  06/1212:00  06/1300:00  06/131200  06/14 00:0

,|
og/s |

Cumulated archive transferSpeed

CMS: 1 RAW data mm MC data

10 GB/s l N Al ”‘[““ " ]

7.50 GB/s / HH ||’ ’ &]l”' ’l ) [ ’1 " ‘ j | I
5 GB/s r’l* 4 oy It ! A

=l Tl A1 8 TSl b LA AL
0Bss Pw %” '?T{LUM'J o ndd l{hﬂ ﬂ I .

05/16 05/18 05/20 05/22 05/24 05/26 05/28 05/30 06/01 06/03 06/05 06/07 06/09 06/11 06/13




