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High luminosity LHC starts

CMS Phase-2 Detector with new sub-detectors

• Minimum Ionizing Particles Timing Detector 

(MIP Timing Detector; MTD)

• High Granularity CALorimeter (HGCAL)

More MC to simulate. We 
may not survive if we do 
not have a big 
development on the 
software side.

What we are doing at CMS:

• Coordinate Phase-2 software: coordinate 

all detector groups, triggers and physics 
on dev plan, and release version of 
software used each year for Phase-2 study


• Pilot new method of very high statistics 
simulation using AI/ML
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CMS	Simulation	Performance

3

• Key	success	for	CMS	to	speed	up	the	
simulation

‣ Using	optimal	compliers

‣ Using	most	recent	version	of	Geant4


• Several	optimizations	have	been	
introduced	to	Geant4-CMSSW	
configuration	

‣ Simulation	production	for	CMS	Run-2	
is	significantly	faster	than	the	Geant4	
default	with	FTFP_BERT

- EMM:	configuration	of	EM	physics	
specific	for	CMS	since	2017.	
Configuration	different	for	crystal	
and	sampling	calorimeters	like	HCAL	
or	HGCal.


‣ For	Run-3	2022-2023,	8%	faster	due	to	
the	Geant4	10.7.p02


‣ Expect	performance	improvement	
with	Geant4	11.1.p01

Configuration
Relative	CPU	usage

MinBias TTbar

No	optimizations 1.00 1.00

Static	library 0.95 0.93

Production	cuts 0.93 0.97

Tracking	cut 0.69 0.88

Time	cut 0.95 0.97

Shower	library 0.60 0.74

Russian	roulette 0.75 0.71

FTFP_BERT_EMM 0.87 0.83

All	optimizations 0.21 0.29

Run-2	simulation	performance
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Run-1

Run-2

Run-3

Legacy:	Geant4	9.4

2018	+	UltraLegacy:	 
Geant4	10.4.p03	+	VecGeom


2017:	Geant4	10.2.p02


2016:	Geant4	10.0.p03


2015:	Geant4	10.0.p02

2024:	Geant4	11.1.p01


2022+2023:	 
Geant4	10.7.p02	+	VecGeom	
+	DD4hep

• CMSSW_13_3	(or	higher)	for	Run-3	2024

‣ New	Geant4	11.1	(to	be	used	first	for	Phase-2	
simulation	in	mid	2023)


• CMSSW_13_0	for	Run-3	2023

‣ Gamma	general	process

‣ Link	Time	Optimization	(LTO)	build


• CMSSW_12_4	for	Run-3	2022

‣ DD4hep	geometry	description

• CMS	Full	simulation	for	Run-2

‣ Updated	geometries	for	each	year

‣ Multithread	mode	in	production	since	2017

‣ Configuration	for	physics:

- FTFP_BERT_EMM

- Russian	roulette	method

- HF	shower	library
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Migration	of	Geant4	under	CMSSW
• Software	performance

• 2006	test	beam	with	CMS	calorimeter	prototypes	 
(beams	of	different	types	and	different	energies)


• Collision	data	from	the	CMS	experiment	utilizing	zero	bias	or	
minimum	bias	triggers	from	low	luminosity	runs


• Data-MC	comparison:	Validation	campaigns	organized	
centrally,	participation	from	detector	performance	and	physics	
object	groups.

‣ Run-3	2022	with	Geant4	10.7.p02

‣ Run-2	Ultra-Legacy	with	Geant4	10.4.p03

Eur. Phys. J. C (2009) 60: 359–373 363

readouts. The HPD signals are fed into three 6-channel read-
out cards located inside the RM, based on a custom ASIC
which performs charge integration and encoding (QIE). The
rms noise per tower is about 200 MeV. For the HB, six time
samples (6 × 25 ns) from 3 × 3 HB towers were used for
energy reconstruction. The signal is about 75 ns wide with a
small tail extending another 50 ns. The zero input response
of the QIE (pedestals) are measured and subtracted for each
run.

The QIE is a nonlinear multi-range ADC designed to pro-
vide approximately constant fractional precision over a wide
dynamic range. This is accomplished with a floating-point
analog-to-digital conversion in which the bin width in each
of four ranges is increased in proportion to the input ampli-
tude. In addition, the QIE has four time interleaved stages.
The output of the QIE contains 2 bits of range (exponent)
and 5 bits of mantissa. Details of the HB geometry, con-
struction and electronics are reported elsewhere [5–8].

The design of the outer calorimeter (HO) scintillating
tiles is similar to that of the HB. The scintillator plates are
1 cm thick BC408. The HO counters are grouped in six seg-
ments and the transverse segmentation is identical to that
of the HB. Two layers of scintillating tiles are inserted in
the central muon system while the other two rings have one
layer of scintillating tiles (see Fig. 1.1). The readout and the
electronics for HO are the same as in the HB system.

1.2 ECAL barrel (EB) calorimeter

The electromagnetic calorimeter used for these measure-
ments consisted of a complete production EB Supermod-
ule (SM) of width !φ = 20◦ containing 1,700 crystals. The
EB crystals are slightly tapered with front-face dimensions
of 2.2 × 2.2 cm2 and a crystal length of 23 cm or 25.8X0
(see Sect. 4.3 for discussion on the interaction length). In
order to avoid cracks in the barrel, the axes of the crystals
are tilted by 3◦ in both polar and azimuthal angle with re-
spect to the direction of particle tracks originating from the
interaction point. The EB covers a range |η| < 1.48 and con-
sists of 36 SMs containing 61,200 crystals.

The light emitted in the crystals is converted to an electri-
cal signal using avalanche photodiodes (APD). Two APDs
(Hamamatsu S8148) are glued to the back of each crys-
tal. The rms electronics noise per crystal was found to be
about 45 MeV. A minimum ionizing particle deposits about
250 MeV over the full length of the crystal [9, 10].

The EB signal from the APD is amplified and shaped be-
fore being digitized by the ADC clocked at 40 MHz. The
energy in the EB is computed as a weighted sum of several
time samples of the waveform. The choice of weights and
the number of samples are dictated by the desire to minimize
the noise which is measured with no input signal (pedestal).
In the test beam environment, the phase with respect to the

40 MHz clock is random. Even though the signal is about
200 ns wide, only six time samples (6 × 25 ns) from 7 × 7
crystals were used for energy reconstruction with pedestal
subtraction.

2 Test beam setup

The data were recorded during 2006 at the CERN H2 test
beam. Figure 2.1 shows a photograph of the moving plat-
form that held two production HB wedges plus a produc-
tion EB SM which was placed in front of the HB, and the
HO behind the HB. The HE module seen on the platform
was not used in this test. The placement of the components
is in the same geometric relationship as in the CMS exper-
iment. The two-dimensional movement of the platform in
the φ and η directions allowed the beam to be directed onto
any tower of the calorimeter mimicking a particle trajec-
tory from the interaction point of the CMS experiment. Four
scintillation counters were located three meters upstream of
the calorimeters and a coincidence between a subset of the
counters was used as the trigger.

Temperature stability is critical for the ECAL as both the
response of the crystals and the APDs change with temper-
ature. The temperature was stabilized by enclosing the EB
SM (except in the beam direction) in 5 cm aluminum plates
with cooling water pipes embedded in the plates. The entire
SM was wrapped with a thermal blanket and the temperature
was stabilized at 21◦C within ±0.05◦C.

Fig. 2.1 The ECAL and the HCAL modules on a moving platform in
the CERN H2 test beam area. The transporter table which supported
the wedges is designed to move in φ and η directions, approximately 0
to 30◦ in φ and 0 to 3.0 in η

364 Eur. Phys. J. C (2009) 60: 359–373

2.1 H2 beam line and particle identification

Because a tertiary beam was required to study low mo-
mentum (<10 GeV/c) particles, considerable effort was
made to clean up the beams and perform particle identifica-
tion. Figure 2.2 schematically depicts the CERN H2 beam
line. The beam line is designed to operate in two distinct
modes. In the high energy mode, various particles are pro-
duced when 450 GeV/c protons from the Super Proton Syn-
chrotron (SPS) strike a production target (T2) 590.9 m up-
stream of the calorimeters, and particle momenta range be-
tween 15 and 350 GeV/c. In the very low energy (VLE)
mode, an additional target (T22) located 97.0 m upstream of
the calorimeter is used for particle production and the mo-
menta of particles are limited to ≤ 9 GeV/c. As shown in
Fig. 2.2, a dog-leg configuration is utilized for the momen-
tum selection of these low momentum particles.

Fig. 2.2 The CERN H2 beam line and the experimental setup are
shown schematically. In the VLE mode, the T22 target and a beam
dump were inserted into the beam line, and the low energy particles
were steered through the dog-leg

In the high energy mode, the T22 target and the VLE
beam dump were removed from the beam line. The max-
imum usable beam momentum was 100 GeV/c for elec-
trons and 350 GeV/c for hadrons. In the VLE mode, two
Cherenkov counters (CK2 and CK3), two time-of-flight
counters (TOF1 and TOF2) and muon counters (Muon Veto
Wall (MVW) of 100×226 cm2, Muon Veto Front (MVF) of
80 × 80 cm2 and Muon Veto Back (MVB) of 80 × 80 cm2)
were used to positively tag electrons, pions, kaons, protons,
antiprotons and muons.

CK2 is a 1.85-m long Cherenkov counter filled with CO2

and was used to identify electrons in the VLE mode. At
0.35 bar, no other charged particles gave a signal and the
counter was better than 99% efficient in identifying elec-
trons. It produces 6 photoelectrons (pe) for particle passage
with β = 1. CK3 is also 1.85-m long and was filled with
Freon134a.1 The pressure in CK3 was set depending on the
desired discrimination between electrons, pions, and kaons.
For example, at lower beam momenta (Pb ≤ 3 GeV/c), it
was set to tag electrons at 0.88 bar yielding 19 pe for β = 1.
At higher momenta (Pb > 4 GeV/c), CK3 was usually run
at 1.2 bar in order to separate pions from kaons and protons
where a β = 1 particle yielded 25.5 pe.

Time-of-flight counters (TOF1 and TOF2) were sepa-
rated by ∼55 m. Each scintillator plate was 10 × 10 cm2 in
area and 2-cm thick. Two trapezoidal air-core light guides
on either side of the plate funneled the scintillation light
to two fast photomultiplier tubes (Hamamatsu R5900). The
analog pulses were discriminated by constant fraction dis-
criminators. The time resolution obtained by this system
was ∼300 ps. Protons were well-separated from pions (and
kaons) up to 7 GeV/c with this time-of-flight system alone.
Pions and kaons have ±1σ TOF overlap at momenta of
5.6 GeV/c, while kaons and protons overlap at 9.5 GeV/c.
Figures 2.3 and 2.4 display the identified particles in 3 and
8 GeV/c negative hadron beams.

Energetic muons were tagged with MVF and MVB coun-
ters as well as the MVW counters. MVF and MVB were
large (80 × 80 cm2) scintillation counters and were placed
well behind the calorimeters. In order to absorb the soft
beam component in the beam line, an 80-cm thick iron block
was inserted in front of MVB. When tested with a pure muon
beam at 225 GeV/c, the efficiency of muon rejection was
found to be better than 99%. MVW consisted of 8 individual
scintillation counters, each measuring 80 × 100 cm2, placed
closely behind the HB. These counters were positioned hor-
izontally with a 2-cm overlap between them, hence covering

1Freon 134a is an ozone-friendly gas. Based on the measurements dur-
ing the beam test, we find Freon 134a’s refractive index to be 1.00065,
which is also consistent with the estimates based on its molecular
weight.

Eur.	Phys.	J.	C	(2009)	60:	359–373

J.	Phys.:	Conf.	Ser.	898	042005
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Fig. 2.3 (Color online) The particle identification was carried out with
CK2 and CK3, TOF1 and TOF2, and MVW in the VLE mode. The
distributions of the time of flight between TOF1 and TOF2 are shown
for different particles

Fig. 2.4 (Color online) The same as Fig. 2.3 but for an 8 GeV/c neg-
ative hadron beam. The solid blue and purple lines indicate fits to data
(green histogram) for K− and p̄, respectively

a region of 226 cm in the vertical and 100 cm in the hori-
zontal directions. In addition to tagging low momentum (2–
5 GeV/c) beam muons, MVW was also used to study the
details of late developing hadronic showers.

In addition to the aforementioned particle ID detectors,
six delay-line chambers (WC1 through WC3 and WCA
through WCC upstream of the EB+HB), four scintillation
counters (S1 through S4) for triggering and four scintil-
lation beam halo counters (BH1 through BH4) were used
in the experiment. The spatial resolution afforded by the
delay-line chambers was ∼350 µm in both the x- and y-
coordinates. The beam trigger typically consisted of the co-
incidence S1·S2·S4 which defined a 4 × 4 cm2 area on the
front face of the calorimeter. The S4 counter pulse height
was used to eliminate multi-particle events off-line since it
gave a clean pulse height distribution for single and multi-
ple particles in the beam (see Fig. 2.5). BH counters, each
measuring 30×100 cm2 in size, were arranged such that the
beam passed through a 7 × 7 cm2 opening. These counters
were positioned 17 cm downstream of the last trigger scin-
tillator S4 and were effective in vetoing the beam halo and

Fig. 2.5 (Color online) The signal distribution from the S4 trigger
scintillator (top) for 50 GeV/c electrons displays multi-particle events
where up to three particles are clearly discernible. The bottom plot
shows the signal distribution of one of the four halo counters for 3
GeV/c negative pion beam. The red histograms indicate pedestal dis-
tributions

large-angle particles that originated from interactions in the
beam line.

2.2 Beam composition

In the high energy mode of the beam line, data were gener-
ally taken with negative beams. In this mode, there was no
antiproton contamination. If the beam line was configured
for positive particles, at very high momenta, e.g. 350 GeV/c,
the beam consisted almost purely of protons. At 20 and
30 GeV/c, the proton identification in the π+ beam was
readily possible when CK3 was pressurized to 1.7 bar of
CO2.

The particle content depends on the momentum. At the
higher end, pions dominate. At lower momenta, the beam
consisted mostly of electrons. The beam consisted of 31%
pions, 0.4% kaons, and 5.6% protons at +4 GeV/c, and the
remaining particles were positrons. At +8 GeV/c, the beam
contained 72% pions, 2% kaons and 7% protons, and the
remaining fraction consisted of positrons. In the negatively
charged beam, the particle mixture was approximately the
same but the antiproton fraction was much reduced com-
pared to that of the proton in the positive beam.

The beam content of the very low energy (VLE) beam
is shown in Table 2.1. The average uncertainty on the beam



F
u

ll
 S

im
u

la
ti

o
n

 o
f 

C
M

S
 f

o
r 

R
u

n
-3

Full	Simulation	CPU	time	performance

6

Historical	trends	of	the	CMS	detector	Full	Simulation	CPU	time	performance	of	 
Run-2	(with	13	TeV	MC)	and	Run-3	(14	TeV	MC).	

During	4	years	of	LS2	+	starting	of	Run-3,	CMS	
simulation	CPU	time	has	improved	significantly.

26%

29%

29%

38%



F
u

ll
 S

im
u

la
ti

o
n

 o
f 

C
M

S
 f

o
r 

P
h

a
s

e
-2

Looking	forward	for	CMS	Phase-2	simulation
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• Migration to CMS Phase-2 DD4hep geometry


• New approaches for EM physics, to speed up 
the simulation without compromise of physics.

‣G4TransportationWithMsc 
‣Custom tracking manager 

- Simplified e-gamma transport in Geant4

‣G4HepEm external library 

- Focus on the EM shower generation

- Gateway for GPU usage for EM physics

- https://github.com/mnovak42/g4hepem

- https://g4hepem.readthedocs.io/en/latest/ 


• Follow R&D for GPU usage

• Accelerated demonstrator of 

electromagnetic Particle Transport (AdePT) 
• https://github.com/apt-sim/AdePT 

(see CHEP2023 talks: 66, 163)

• Celeritas (to implement HEP detector physics 

on GPU accelerator, targeting for HL-LHC)

• https://github.com/celeritas-project/celeritas

Allocate count 
secondaries

Atomic add:
offset = size 

 size  += count

offset + count 
<= capacity?

Global allocation size

offset

Constant allocation 
capacity

Out of memory

No

offset <= 
capacity? Restore size 

Return nullptr

Allocation 
succeeded

Initialize count 
values at data + 

offset

Yes

Yes

No

Return
data + offset

Start of array 
allocation data

Figure 1. Flowchart of the stack allocation algorithm.

To accommodate large numbers of secondaries on potentially limited GPU memory, we
define a Secondary class that carries the minimal amount of information needed to reconstruct
it from the parent track, rather than as a full-fledged track. It comprises a particle ID (an
ItemId into an array of particle data), an energy, and a direction.

The final aspect of GPU-based secondary allocation is how to gracefully handle an out-of-
memory condition without crashing the simulation or invalidating its reproducibility. This
can be accomplished by ensuring that no random numbers are sampled before allocating
storage for the secondaries, and by adding a external loop over the interaction kernel (Fig. 2) to
reallocate extra secondary space or process secondaries so that all interactions can successfully
complete in the exceptional case where the secondary storage space is exceeded.

Interaction kernel

Allocated?

Save null 
interaction

Try to allocate 
storage for 

secondaries
Sample 

interaction

Save 
interaction

Start for one 
thread

Successfully 
sampled all 

secondaries?

Process/ßush 
sampled 

secondaries

Filter out 
tracks that 
sampled 

successfully 

Done!

Launch 
interaction 

kernel

No

Yes

No

Yes

Figure 2. Flowchart for an interaction kernel wrapped in a host-side loop for processing secondaries.

3 Mini-App Results
Using the Celeritas components, we constructed a demonstration app to verify a simple test
problem against Geant4 [3] results. It is the simplest physical simulation we can run, with

photon-only transport and a single Compton scattering process using the Klein–Nishina model.
It has a single infinite material (aluminum) and a 100 MeV monodirectional point source.

The stepping kernel is parallel over particle tracks, with one launch per step, and “dead”
tracks ignored. Interaction lengths are sampled with uniform-in-log-energy cross section
calculations with linear interpolation. The particle states include position and directions
that are updated with each step. Secondaries are allocated and constructed as part of each
interaction, but they are immediately killed and their energy deposited locally. Each energy
deposition event, whether from an absorbed electron or a cutoff photon, allocates (using a
StackAllocator<Hit> instance) a detector hit and writes the deposited energy, position,
direction, time, and track ID to global memory.

An additional kernel processes the allocated vector of detector hits into uniformly spaced
detector bins. A final kernel performs a reduction on the “alive” state of particles to determine
whether the simulation should terminate. These helper kernels are included in the timings
reported below.

The same code components were used to build GPU and CPU versions of the same
stepping process, although the CPU version steps through one track at a time (single-threaded,
no vectorization) rather than many tracks in parallel. Figure 3 gives the baseline performance
of the two versions. The host code uses a single core of an Intel “Cascade Lake” Xeon
processor running at 2.3 GHz, compiled with GCC 8.3 and -O3 -march=skylake-avx512
-mtune=skylake-avx512. The device code uses a single Nvidia Tesla V100 running at 1.53
GHz, compiled with CUDA 10.1 and -O3 !use_fast_math.

Figure 3. Performance comparison of the CPU and original GPU versions of the Celeritas code. The
“total” GPU plot includes the extra kernel launches for processing detector hits and the number of living
tracks.

7

EPJ Web of Conferences 251, 03030 (2021) https://doi.org/10.1051/epjconf/202125103030
CHEP 2021

EPJ	Web	of	Conferences	251,	03030	(2021)

Performance	comparison	of	the	CPU	(Intel	
Cascade	Lake	Xeon	2.3	GHz)	and	original	GPU	
(Nvidia	Tesla	V100,	CUDA	10.1)	versions	of	the	
Celeritas	code.

https://github.com/mnovak42/g4hepem
https://g4hepem.readthedocs.io/en/latest/
https://github.com/apt-sim/AdePT
https://indico.jlab.org/event/459/contributions/11455/
https://indico.jlab.org/event/459/contributions/11427/
https://github.com/celeritas-project/celeritas


M
C

 s
im

u
la

ti
o

n
 b

a
s

e
d

 o
n

 A
I/

M
L

8

Thammachath (CU) 
Senior project on Flash 
Simulation of Tau object
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Train	and	test	with	TTbar Test	with	TTH

Next step: Integrate the model to CMSSW, 
complete missing physics objects

Co-effort between CERN, INFN (PISA), and CU
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Looking for more opportunities for Thai

Help for career development and job 
opportunities for graduates and young 
physicists, engineers 

• Thai computer engineers at CERN and 
Fermilab (US): strong grasp of programming 
languages, secure coding, and software and 
hardware technologies. This is one of our 
success stories at CERN.


• Continue project after CERN summer school


• Expanding the collaboration with CERN 
IdeaSquare. The first step to to go for CERN 
knowledge transfer, design thinking.

Thanayut (KU) 
Analysis support, CMS


(Ongoing)

Sarun (CU), CERN 
Summer Student 2020

Site operation, CMS


(Ongoing)

Purinut (CU)

Summer Student 2023


Continue on FCC 
accelerator study

Chan-anan (KU) 
Site operators, Fermilab


(Ongoing)

Peerut (CU) 
Summer Student 2015


Data Quality Monitoring 
(Done)

Seksun (MSU)

Workshop organized by 

CERN IdeaSquare

Vichayanun (CU) 
Summer Student 2015


Ph.D. thesis on CMS topic 
(Just done)

PMU-B PMU-B

PMU-B


