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Recap: likelihood ratio from ML

Starting from two balanced datasets Yy, and Dgpr drawn from f(x | SM) and
f(x|EFT), we minimise e.g. the cross-entropy loss

L[g(x)] = - 2 w, log(1 — g(x,) — — Z w, log g(x,)

{mtfa 7]1, A¢9 s }
eegEFT \ @SM
Event weights

> The learned decision boundary g(x) is one-to-one with the likelihood ratio

(LR) as N — oo
5L O — A( ) (1 n f(x | EFT) ) Parameterise with NNs
— = X) =
o ’ falsMy ) T 1+ r(x) _
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The experimental pipeline

We are progressively moving through the simulation chain (latent space)

p (.CU | C) ~ / d2det dZshower dzpartonp (3j | <det )p (zdet | Zshower )p (Zshower | Zparton ) p (zparton | C)

SMEFT@NLO
DELPHES
fast simulation
(Likelihood free) Inference Observed > H|dde.n/|atent > POI
variables
Generation Observed < Hidden/latent < POI
variables
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The experimental pipeline

We are progressively moving through the simulation chain (latent space)

p (CC | C) ~ / d2det dZshower dzpartonp (3j | <det )p (zdet | Zshower )p (Zshower | Zparton ) p (zparton | C)

Detector-level Particle-level

G
A

Natural

_lsm | Step2 SMEFT@NLO
'% Simulation M; Gcnerationq
= o0
Unbinned unfolding, Omnifold [1911.09107]
- Hidden/latent
(Likelihood free) Inference Observed > , > POI

variables
variables

Alfredo Glioti & Jaco ter Hoeve - Benasque - 05/10/23



Why interesting for us?

- Global efforts reinterpret existing “SM measurements” in an EFT context
> But which measurements are the most sensitive to EFT parameters?
> Inclusive, single to multi-differential (which variables)

> Binned or unbinned, which binning?

@ )

Framework needed to integrate unbinned multivariate observables into global
SMEFT fits

(8)

Cia
(@)
&

» Optimal bounds on the EFT parameters

~ Useful diagnosis tool to assess information loss T 0 i
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Applications of likelihood learning

Focusses on global EFT fits
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Abstract

Theoretical interpretations of particle physics data, such as the determination of the Wilson coefficients
of the Standard Model Effective Field Theory (SMEFT), often involve the inference of multiple paramet-
ers from a global dataset. Optimizing such interpretations requires the identification of observables that
exhibit the highest possible sensitivity to the underlying theory parameters. In this work we develop a
flexible open source framework, ML4EFT, enabling the integration of unbinned multivariate observables
into global SMEFT fits. As compared to traditional measurements, such observables enhance the sensitivity
to the theory parameters by preventing the information loss incurred when binning in a subset of final-
state kinematic variables. Our strategy combines machine learning regression and classification techniques
to parameterize high-dimensional likelihood ratios, using the Monte Carlo replica method to estimate and
propagate methodological uncertainties. As a proof of concept we construct unbinned multivariate observ-
ables for top-quark pair and Higgs+Z production at the LHC, demonstrate their impact on the SMEFT
parameter space as compared to binned measurements, and study the improved constraints associated to
multivariate inputs. Since the number of neural networks to be trained scales quadratically with the number
of parameters and can be fully parallelized. the MLAEFT framework is well-suited to construct unbinned
multivariate observables which depend on up to tens of EFT coefficients, as required in global fits.
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Abstract

Extracting maximal information from experimental data requires access to the likeli-
hood function, which however is never directly available for complex experiments like those
performed at high energy colliders. Theoretical predictions are obtained in this context by
Monte Carlo events, which do furnish an accurate but abstract and implicit representation of
the likelihood. Strategies based on statistical learning are currently being developed to infer
the likelihood function explicitly by training a continuous-output classifier on Monte Carlo
events. In this paper, we investigate the usage of Monte Carlo events that incorporate the
dependence on the parameters of interest by reweighting. This enables more accurate likeli-
hood learning with less training data and a more robust learning scheme that is more suited
for automation and extensive deployment. We illustrate these advantages in the context of
LHC precision probes of new Effective Field Theory interactions.
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to the theory parameters by preventing the information loss incurred when binning in a subset of final-
state kinematic variables. Our strategy combines machine learning regression and classification techniques
to parameterize high-dimensional likelihood ratios, using the Monte Carlo replica method to estimate and
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The M L4EFT frameWOrk pip install mldeft

https://lhcfitnikhef.github.io/ML4EFT
2211.02058 R. Gomez Ambrosio, JtH, M. Madigan, J. Rojo, V.Sanz

Open-source NN-based python framework for the integration
of unbinned multivariate observables into global SMEFT fits

[}
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ML4EFT documentation

- Goal: provide optimal constraints on emeaas ]| MMeftcore.classifier Fitter

class ml4eft.core.classifier.Fitter(json_path, mc_run, c_name, output_dir,

the SMEFT
Bases: object

Installation

Tutorial .
Training class

mideft ~
mideft.analyse v __init__ (json_path, mc_run, c_name, output_dir, print_log=False) [source]
mi4eft.core ~
- Fitter constructor

- Diagnostic tool: what is the

ml4eft.core.classifier.Classifier . )
Parameters: ¢ json_path (str) — Path to json run card

I
ml4eft.core.classifier.ConstraintAc . :
¢ mc_run (int) — Replica number
I
I

information loss incurred by a

mideft.core.classifier.EventDatase « output_dir (str) — Path to where the models should be stored

¢ c_name (str) - EFT coefficient for which to learn the ratio function

ml4eft.core.classifier.Fitter « print_log (bool, optional) - Set to true to print training progress to

pa rticular choice of bins?

mldeft.core.classifier.PreProcessil

Methods

ml4eft.core.th_predictions v
ml4eft.core.truth v
mldeft.limits v __init__(json_path, mc_run, c_name, output_dir)  Fitter constructor
° ° o 3 ml4eft.plotting v
> rOJ e ‘ I o n S OW W I load_data() Constructs training and validation sets
[ ] mldeft.preproc v
° ° ° ° RESULTS loss_fn(outputs, labels, w_e) Loss function
constraints improve if unbinned data s s
for global SMEFT analyses from train_classifier(data_train, data_val) Starts the training of the binary classifier
machine learning
L]
a re m a d e a V a I | a b I e ? training_loop(optimizer, train_loader, ...) Optimize the classifier with optimizer on
BIBLIOGRAPHY o .
. the training data set train_loader.
Bibliography
weight_reset(m) Reset the weights and biases associated
Theme by the Executable Book Project with the model m.

Modular structure, easy to maintain, well documented
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Anticipating global fits

Global EFT fits typically feature ~50 WCs and thus efficient scaling with the
number of WCs becomes essential

ML4EFT 1.0: learn the coefficient functions separately and combine afterwards

Assumes no sign flips in
interferences
Fix is part of ML4EFT2.0

M Mo Mefy

rx.c) =1+ Z rx)e; + Z Z U0 a)cie

j=1 k>j

-~

\_

Example: to learn a single /), generate & and 9, at ¢; up to O(A™ 2.
Then r(x,c) =1 + r(f)(x)c(“) and training means

~1
g(x, Cj(tr)) _ <1 + [1 4 C}(tr) . NN(j)(x)]> NN(j)(x) N r(j)(x)

~

J
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Toy example

1.0

0.3

0.2-

1 1
Ligx,c)] = — N Z w,log(l — g(x,,¢)) — N Z w,log g(x,,¢)

e€D,

epoch 0

—— ML model (my, Y)
ML model lo—band (m, Y)
-===Analytical (my,Y)
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Toy example

1 1
Ligx,c)] = — N Z w,log(l — g(x,,¢)) — N Z w,log g(x,,¢)

eED . e€D,
1.0
epoch 12 —— ML model (my, Y)
ML model lo—band (m, Y)
-=-==Analvtical (m, Y
0.81 ) (M, Y)
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Toy example

1 1
Ligx,c)] = — N Z w,log(l — g(x,,¢)) — N Z w,log g(x,,¢)

eED . e€D,
1.0
epoch 29 —— ML model (my, YY)
ML model lo—band (m, Y)
-==-=Analvtical (m. Y
0.81 ) (M, Y)
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Toy example

1 1
Ligx,c)] = — N Z w,log(l — g(x,,¢)) — N Z w,log g(x,,¢)

eE@eft ee@sm
1.0
epoch 47 —— ML model (my, Y)
ML model lo—band (m, Y)
-==-=Analvtical (m. Y
0.81 ) (M, Y)
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Toy example

1 1
Ligx,c)] = — N Z w,log(l — g(x,,¢)) — N Z w,log g(x,,¢)

eED p €D,
1.0
epoch 83 —— ML model (my, Y)
ML model lo—band (m, Y)
0.8 - -===Analytical (m,Y)
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Toy example

1 1
Ligx,c)] = —— Z w,log(l — g(x,,¢)) — — Z w,log g(x,,¢)
N eE@eft N 8695m

1.0

—— ML model (my, YY)
ML model lo—band (m, Y)
-===Analytical (my,Y)

epoch 199

0.8-

0.6 -

g (z,c)

0.4-

0.2-

myz [TeV]
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Toy example

2 kinematic features

Unbinned exact/Unbinned ML
Epoch 299

Alfredo Glioti & Jaco ter Hoeve - Benasque - 05/10/23

1.02

1.04

0.98

0.97

0.96

Unbinned exact/Unbinned ML

Epoch 299

0.08

0.97

0.96

1.5 2.0




Uncertainty treatment

> We only have finite training data and NNs are subject to methodological uncertainties

> Propagate uncertainties as well as finite training set effects to the space of models by training
multiple replicas

Mefy Moy Mefy
D _ () (k) _
rx,e) =1+ NN (xX)c; + NN (X)cicy (= 1,..., Negp
j=1 j=1 k2j
10 Process Nrep Ney (per replica) Non #trainings
epoch 0 —— ML model (my,Y)
ML model lo—band (m, Y) _
0.81 -=== Analytical (m,Y) pp — it o0 105 4 200

pp — tt — bl v 25 10° 40 1000
0.2

1.0 1.5 2.0 2.5 3.0
myz [TeV]

==
o
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Let’s go multivariate

. pp = tf > bbbl ¢ v,0, : 18 features, 8 EFT coefficients

. pp = hZ - bbf* ¢~ . 7 features, 7 EFT coefficients

sl

0 1000 —25 0.0 2.5
ph (trailing) [GeV] my (leading)

— ae=-10  — 5 =10

gy =10 =10

— gy =10 i =10

— ) =10 SM

— cgi) =10

95 0.0 5 00 0 2000
ny (trailing) b my; [GeV]
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Unbinned observables in the top sector

Marginalised 95 % C.L. intervals, O (/\’4) at £ =300 fh !

Binned (p%‘i un;
Unbinned ML (p?, un)

Unbinned ML (18 features)
SM

////_7

= 0 -

Zx \J
-1

TN J N/ 0

p € 0,10, 20,40, 60,100, 150,400, 00) GeV,
7t € [0,0.3,0.6,0.9,1.2,1.5,1.8,2.1,2.5] .

- 00 0

- Binned vs unbinned in (p4,1¢) small improvement
relative to binned setup

B
Q) - 2 features vs 18 features: big increase in sensitivity

=\ = o
' ' \
1 N /f ) 71 u)
o 3 0 i - ~ 7
T 2 |
. "Moo @
B S R q v J D .
(8) (8) 0.00 025  —05 0.0 05 00 05 00 0%
Ctu th j2‘211 ) CS:) (’g()j GG
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Unbinned observables in Higgs + Z associated production

Marginalised 95 % C.L. intervals, O (A*4) at £ =300fbh~*

pZ € [75, 150,250, 400, 00) [GeV]
Unbinned ML (p%)

Unbinned ML (7 features)

SM

C<PW
- 000

eeleeh s

pp = hZ — bbl* ¢~

> Unbinned multivariate data is advantageous
to constrain the EFT parameter space

&

- Degeneracies get lifted

@

(>

@

e e e/-
-

*®

-5 0 5 —25 00 25 0.0 0.5 1.0 —01 00 0.1 —01 00 01 -02 0.0 0.2
CoW B c Cp (3) (1) Cood
oW oW © Coy Cog ®
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Ongoing efforts

1. Hadronised level

Marginalised 95 % C.L. intervals, O (A*J‘) at £ = 300fb!

0.1
= 00 1 Unbinned ML Particle level (18 features)
dgg | ] Unbinned ML Hadron level (18 features)

01 | + SM
0.2 [ [ .
Preliminary
£3 0
O

e e

0.2
0.5
©T 0.0
Q
—0.5
~01 00 01 ~01 00 01 —02 00 02 —02 0.0 0.2
(3,8) (1,8) (8) c
’ ’ C tG
€Qq €Qq Qd

MSc project by Pim Herbschleb
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2. Integration into global fits

N(unbinned) N(binned)
D D
logﬁ(c) _ Z logﬁ};nbinned (C) 4+ Z 1Og£l];inned (C)
k=1 k=1
10 95 % C.L. intervals, O (A™*)
Prelimina
0.57
0.0t
—0.5
3
=5 1.0
—1.5¢
+ SM
—2.01 Fitmaker
Fitmaker + MLAEFT binned (p¥)
—2.57 Fitmaker + MLAEFT unbinned (18 features)
—0.2 0.0 0.2

@
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Boosting likelihood learning with event reweighting
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Abstract

Extracting maximal information from experimental data requires access to the likeli-
hood function, which however is never directly available for complex experiments like those
performed at high energy colliders. Theoretical predictions are obtained in this context by
Monte Carlo events, which do furnish an accurate but abstract and implicit representation of
the likelihood. Strategies based on statistical learning are currently being developed to infer
the likelihood function explicitly by training a continuous-output classifier on Monte Carlo
events. In this paper, we investigate the usage of Monte Carlo events that incorporate the
dependence on the parameters of interest by reweighting. This enables more accurate likeli-
hood learning with less training data and a more robust learning scheme that is more suited
for automation and extensive deployment. We illustrate these advantages in the context of
LHC precision probes of new Effective Field Theory interactions.
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