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FCNC in top quark sector
• Flavor changing neutral currents are forbidden in SM at tree 

level 
• Highly suppressed at higher orders by GIM mechanism 
• Top quark is the heaviest particle in the SM: FCNC would allow 

t→Xu or t→Xc decays with X any neutral boson 
• BR of top quarks decays into bosons and up or charm quarks 

in the SM all << 10-11 

• Any sign of t→Xu or t→Xc clear sign of new physics 
• This talk will focus on t→Hq: Many new results and ongoing 

efforts!
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Signal samples and simulation
• CMS uses “kappa framework” with effective 

Lagrangian, LO samples generated with MG5 

• ttbar production at LO with up to 2 partons in 
ME, FCNC decay via Madspin 

• Single top sample and x-sec at LO precision 
• ATLAS uses TopFCNC model (Feynrules DB, [1], 

[2]) 
• Powheg for ttbar production, FCNC decay via 

Madspin and TopFCNC 
• MG5@NLO for tH production 
• No tH channel included in H→bb search 

• 𝛔(ttbar)=832pb (NNLO+NNLL) used in both 
collaborations
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ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator
hadron calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters
extend the pseudorapidity (h) coverage provided by the barrel and endcap detectors. Muons
are measured in gaseous detectors embedded in the steel flux-return yoke outside the solenoid.
A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [25].

The signal and background processes are simulated using several Monte Carlo (MC) pro-
grams. The signal samples corresponding to ST and TT production modes are simulated at
leading order (LO) with MADGRAPH5 aMC@NLO 2.4.2 (ST) and 2.6.0 (TT) [26]. Both the signal
and background samples are interfaced with PYTHIA 8.205 [27] for parton showering, frag-
mentation, and hadronization. The underlying event is also modeled with PYTHIA, with the
CUETP8M1 [28] and CP5 [29] tunes used for the simulation of 2016 and 2017/2018 data, re-
spectively. The parton distribution functions (PDFs) are taken from the NNPDF 3.0 [30] set for
simulation of 2016 data and the NNPDF 3.1 [31] set for simulation of 2017/2018 data.

The FCNC interactions, including those with the Higgs boson as a mediator, can be described
within the effective field theory framework in terms of dimension-six operators added to the
SM Lagrangian [32, 33]. The coefficients of these operators are best constrained by combining
the results of the FCNC processes in which the Higgs boson, Z boson, photon, and gluon are
the FCNC mediators. To perform this combination, it is important to have the most sensitive
analysis for each individual process. In this paper, the theoretical interpretation of the FCNC
interactions with the Higgs boson as the mediator is done by using the following effective
Lagrangian, which is equivalent to the effective field theory approach at LO,

L = Â
q=u,c

g
p

2
tkHqt

⇣
F

L
Hq PL + F

R
Hq PR

⌘
qH + h.c., (1)

where g is the weak coupling constant, PL and PR are chirality projectors in spin space, kHqt is
the effective coupling constant, with q = u or c, and F

L
Hq and F

R
Hq are left- and right-handed

complex chiral parameters satisfying a unitarity constraint |FL
Hq |

2 + |FR
Hq |

2 = 1. The effective
Lagrangian is implemented in the FEYNRULES package [34], with the universal FEYNRULES
output [35] used to generate the model. The complex chiral parameters are set to F

L
Hq = 1

and F
R
Hq = 0. Up to two additional partons are generated at matrix element level for the TT

production mode. No additional partons are considered for the ST production mode to avoid
overlap between the ST and TT modes. The hard-process simulation is interfaced with parton
shower modeling using the MLM [36] matching prescription. Signal samples are generated in
two scenarios, assuming exactly one nonzero coupling of unity: kHut or kHct = 1. The cross sec-
tion of the ST production mode is calculated with MADGRAPH at LO precision and equals 72.6
(10.0) pb for the scenarios of kHut(kHct) = 1. The tt cross section is taken as 832 pb, from cal-
culation with the TOP++ program [37] at next-to-next-to-LO (NNLO) in perturbative quantum
chromodynamics (QCD), which includes soft-gluon resummation to next-to-next-to-leading-
logarithmic order. The cross section times branching fraction for the TT FCNC production
mode depends on the branching fraction of t ! Hu and t ! Hc, which is 0.144 (as calculated
by MADGRAPH at LO) when assuming a coupling of kHut = kHct = 1. The effective coupling
constant and branching fraction are related by

k2
Hqt = B(t ! Hq)

Gt

GHqt
, (2)
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Figure 8: Distributions of the diphoton invariant mass for the most relevant categories: three in the hadronic selection
((a) had-tt,2, (b) had-tt,�2, and (c) had-tHT) and two in the leptonic selection ((d) lep-tt,�2 and (e) lep-tH). The result of
a fit to the data of the sum (full line) of a signal component with the mass of the Higgs boson fixed to <� = 125 GeV
and assuming a non-zero C2� coupling, a non-resonant background component (dashed line) and the SM Higgs
boson contribution (difference between the dotted and dashed lines) is superimposed.

the uncertainty originate from the photon energy resolution, the CC̄ cross-section, the � ! WW branching
ratio, the parton shower description and the non-resonant background shape choices.

The relevance of the 2-tagging categorisation has been appraised by studying the separation between

22

H→ɣɣ in ATLAS
• Select events using diphoton trigger 
• Hadronic and leptonic category, events with 2+ leptons rejected  
• Utilize DL1r jet flavor tagger for b and charm tagging 
• Split into targeted tt and tH categories with subcategories to 

enhance sensitivity 
• based on jet multiplicity, mɣɣj, mjjj , c-tagged jet, BDT scores 

• BDTs used to further improve sensitivity 
• 7 optimized input variables used in both tt and tH categories 
• Minimum BDT score for event selection optimized by 

maximizing expected significance
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Figure 2: Distributions of the invariant mass of (a) the two photons and one jet, when there is one 1-tagged jet among
the three other jets which will be also tested against the Top2 mass condition and (b) the three jets (among which one
is 1-tagged) when a combination of the two photons and another jet passes the Top1 condition (see text). The signal
corresponds to the C2� coupling, with a C ! 2� branching ratio of 2%. The hatched bands represent the statistical
uncertainty in the simulated background. The vertical dotted lines indicate the ranges of the Top1 and Top2 invariant
mass selections.

Several combinations of jets can satisfy the selection requirements for the same analysis category. The
combination for which <WW 9 is closest to 171 GeV, and < 9 9 9 is closest to 170 GeV is used to build the BDT
input variables. Starting from a large number of BDT input variables, a reduced working set is obtained by
removing the least discriminating variable until a marked decrease of the significance 4 is observed. For
both the CC̄- and C�-targeted categories a set of seven variables was chosen. For the categories targeting the
CC̄ channel, the variables used as input to the BDT, ranked in decreasing order of sensitivity, are:

1. ?
WW

T : transverse momentum of the diphoton system;

2. < 9 9 : invariant mass of the ,-boson candidate, defined as the two-jet system, that, combined with
the 1-jet candidate, forms the C ! ,1 decay candidate;

3. <CC : invariant mass of the two top-quark candidates;

4. ?
1

T : transverse momentum of the 1-jet candidate;

5. max(�'2W) : distance between the jet candidate in Top1 and the farthest photon;

6. min(�'1 9) : distance between the 1-jet candidate and the closest jet;

7. �
WW4 9
T : scalar sum of the ?T of the two photons and the four jets of the retained combination.

The distributions of ?WWT ,<CC , ?
1

T and �
WW4 9
T extend to larger values for the signal than for the dominant

WW + jets background. For signal events max(�'2W) and min(�'1 9) are on average smaller than for
background, and < 9 9 peaks near <, . The variables < 9 9 and <CC are not used for the had-tx categories.

For the tH category, the BDT is trained using the CD� signal sample, which populates the tH-selected
sample in similar proportions from the C� and CC̄ production modes, as opposed to the C2� signal, where

4 Here, the significance is defined as
p

2(B + 1) ln(1 + B/1) � 2B, where B is the FCNC signal yield, assuming B = 10�3, and 1

the non-resonant background yield in the diphoton mass range from 122 GeV to 129 GeV.
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Figure 3: Distributions of the diphoton invariant mass for data, signal, Higgs boson production in the SM, and
non-resonant background for the (a) had-tt,2, (b) had-tt,�2, (c) had-tx,2, (d) had-tx,�2 categories after the BDT selection,
and (e) had-tHL and (f) had-tHT categories. The hatched bands correspond to the statistical uncertainty in the sum
of the simulated non-resonant backgrounds.

13



Daniel Spitzbart Nov 29 2023

H→ɣɣ in CMS
• Leptonic and hadronic channels, all events selected with diphoton triggers 
• Use dedicated BDTs for each coupling, channel and major background (resonant or non-

resonant) → 8 total 
• Build categories based on BDT scores 

• Simultaneously fit mɣɣ distributions in all hadronic/leptonic categories 
• Signal and resonant background modeled using sum of double-sided Crystal Ball and 

Gaussian function 
• Non-resonant background modeled from data using discrete profiling method

5

search contain between 13%–26% (2%–5%) of the total
signal from ST production.
The expected mγγ distributions of signal and resonant

background events are modeled using the sum of a double-
sided Crystal Ball function [66] and a Gaussian function.
The models are derived from simulation for signal as well
as each type of resonant background (ggH, VBF,WH, ZH,
tHq, tHW, tt̄H, and bb̄H), with the Higgs boson mass
(mH) fixed to its most precisely measured value of
125.38 GeV [67]. The nonresonant background is modeled
directly from data, using the discrete profiling method [68],
in which the systematic uncertainty associated with the
choice of analytic function used to model the mγγ distri-
bution is treated as a discrete nuisance parameter. All
sources of experimental and theoretical systematic uncer-
tainties are treated as nuisance parameters.
The total tt̄ cross section uncertainty is taken as 6%,

estimated from the uncertainty in the tt̄ NNLO cross
section, due to variation of the factorization (μF) and
renormalization (μR) scales, the parton distribution func-
tions, and strong coupling constant αS [69–72]. We assign
an uncertainty in the ST signal production mode cross
section of 30% that is typically attributed to the missing
higher-order corrections in the LO generation used in the
analysis. The typical effect of varying μF and μR on the
shapes of the BDT-nonres and BDT-res distributions is
around 1% (10%) for the TT(ST) signal production mode.
The uncertainties in the cross sections of the resonant
background processes are estimated by varying μF and μR,
PDFs, and αS [43].
The dominant experimental uncertainties are those

related to the b jet and photon identifications, the integrated
luminosity [73–75], the jet energy scale and resolution,
reconstruction of p⃗miss

T , and the preselection and trigger
efficiencies. The impact of each of these uncertainties on
the final upper limits is ≤ 5%.
No significant excess above the background prediction is

observed in any of the categories. Binned fits of the mγγ
distributions are performed simultaneously in each set of
seven categories (14 total) to extract the 95% confidence
level (CL) upper limits on Bðt → HuÞ and Bðt → HcÞ. The
derivation of upper limits assumes one nonzero coupling at
a time and uses the modified frequentist approach for
confidence levels (CLs technique), with the LHC profile
likelihood ratio as a test statistic [76,77] in the asymptotic
approximation [78].
The mγγ distributions for events entering the analysis are

shown in Fig. 3, with events weighted by the quantity
S=ðSþ BÞ of their respective category. Here S (B) is
defined as the number of signal (background) events in
the range mH $ σeff , where σeff is the effective width of the
signal model, defined as half of the range that contains 68%
of the total number of events. The number of signal events
S is normalized to the expected 95% CL upper limit
on Bðt → HqÞ.

The observed and expected 95% CL upper limits are
shown in Fig. 4 for Bðt → HuÞ (upper) and Bðt → HcÞ
(lower), for each of the seven categories and combined. The
observed (expected) 95% CL upper limits on Bðt → HuÞ
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FIG. 3. The diphoton invariant mass distribution for the
selected events from data (black points), and the results of the
fits to the signal plus background models (solid red curve), and
the background model alone (dotted blue curve), for the catego-
ries targeting t → Hu FCNC interactions (left) and t → Hc
FCNC interactions (right). The signal model is normalized to
the best-fit value. The green and yellow bands give the $1 and
$2 standard deviation uncertainties in the background model
(dotted blue curve). The background model includes H → γγ
events from SM processes. Events are weighted by the S=ðSþ BÞ
of their respective categories. The lower panels show the same
information, but with the background component subtracted.
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First, a set of mass variables is used for events with at
least four jets in the hadronic channel. The invariant mass
of the diphoton candidate plus the light jet from t → Hq
decays (mγγj) should be consistent with the top quark mass
(mt), as should the invariant mass of the three jets (mjjj)
from the hadronically decaying top quark candidate. The
mass variables mγγj and mjjj are constructed from three of
the leading four jets by choosing the combination that
minimizes the quantity ΔM ¼ jmγγj −mtjþ jmjjj −mtj.
Second, kinematic reconstructions of top quarks and their
decay products for both hadronic and leptonic decays are
performed, with the reconstruction for hadronic decays
similar to that in Ref. [23] and the reconstruction for
leptonic decays similar to that in Ref. [64]. The kinematic
properties of the reconstructed top quarks and their decay
products are used as input features to the BDTs. Third, a set
of neural networks is trained with the TMVA package [65]
on MC samples of signal processes to identify the jets
and leptons that originate from the top quark(s) decays.
Permutations of jets and leptons matched to a top quark
decay are considered as signal, while all incorrect permu-
tations are considered as background. Separate neural
networks are trained for each signal production mode
(ST and TT) and each channel (hadronic and leptonic).
The modeling of the input features is validated by

comparing their distributions in data and simulation for

events passing the preselection and having mγγ in the
sidebands, defined as the mγγ ranges of 100–120 or
130–180 GeV. The resulting BDT scores are also vali-
dated in the same way, as shown in Fig. 2 for the t → Hu
search. We note that the sample of events from data used
to model the multijet and γ þ jets processes is only used in
the BDT training and optimization and does not enter the
fits used to extract possible FCNC signals. Consequently,
no systematic uncertainty is considered for the sample,
despite that is not a perfect representation of these
processes.
For each scenario of a nonzero FCNC coupling (κHut or

κHct ¼ 1), and for each channel (hadronic or leptonic),
events are either removed from consideration or assigned to
categories. The categories are defined by ranges of the
BDT-nonres and BDT-res scores, shown, for example, with
the four categories in the t → Hu search in the hadronic
channel indicated by the horizontal and vertical dotted lines
in Fig. 2 (right). In the same fashion, three categories are
defined for the t → Hu search in the leptonic channel,
using the leptonic BDT-nonres and BDT-res scores. The
procedure is repeated for the t → Hc search, resulting in a
total of seven categories for each of the t → Hu and
t → Hc searches. Each resulting set of seven mγγ distri-
butions is then fitted simultaneously to extract a possible
FCNC signal. The categories for the t → Hu (t → Hc)
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First, a set of mass variables is used for events with at
least four jets in the hadronic channel. The invariant mass
of the diphoton candidate plus the light jet from t → Hq
decays (mγγj) should be consistent with the top quark mass
(mt), as should the invariant mass of the three jets (mjjj)
from the hadronically decaying top quark candidate. The
mass variables mγγj and mjjj are constructed from three of
the leading four jets by choosing the combination that
minimizes the quantity ΔM ¼ jmγγj −mtjþ jmjjj −mtj.
Second, kinematic reconstructions of top quarks and their
decay products for both hadronic and leptonic decays are
performed, with the reconstruction for hadronic decays
similar to that in Ref. [23] and the reconstruction for
leptonic decays similar to that in Ref. [64]. The kinematic
properties of the reconstructed top quarks and their decay
products are used as input features to the BDTs. Third, a set
of neural networks is trained with the TMVA package [65]
on MC samples of signal processes to identify the jets
and leptons that originate from the top quark(s) decays.
Permutations of jets and leptons matched to a top quark
decay are considered as signal, while all incorrect permu-
tations are considered as background. Separate neural
networks are trained for each signal production mode
(ST and TT) and each channel (hadronic and leptonic).
The modeling of the input features is validated by

comparing their distributions in data and simulation for

events passing the preselection and having mγγ in the
sidebands, defined as the mγγ ranges of 100–120 or
130–180 GeV. The resulting BDT scores are also vali-
dated in the same way, as shown in Fig. 2 for the t → Hu
search. We note that the sample of events from data used
to model the multijet and γ þ jets processes is only used in
the BDT training and optimization and does not enter the
fits used to extract possible FCNC signals. Consequently,
no systematic uncertainty is considered for the sample,
despite that is not a perfect representation of these
processes.
For each scenario of a nonzero FCNC coupling (κHut or
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and Bðt → HcÞ are 0.019% (0.031%) and 0.073%
(0.051%), respectively. The corresponding observed
(expected) 95% CL upper limits on jκHutj and jκHctj,
derived with Eq. (2), are 0.037(0.047) and 0.071(0.060),
respectively.
In summary, we have presented a search for flavor-

changing neutral current interactions of the top quark (t)
and Higgs boson (H) in proton-proton collisions at a

center-of-mass energy of 13 TeV. The processes considered
include both the associated production of a single top quark
with a Higgs boson via an up or charm quark, and the decay
of a top quark to a Higgs boson and an up or charm quark in
tt̄ production. No significant excess above the background
prediction is observed. The observed (expected) 95% CL
upper limits on Bðt → HuÞ and Bðt → HcÞ of 0.019%
(0.031%) and 0.073% (0.051%), respectively, are the most
stringent experimental limits published to date.
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Figure 9: Evolution of @B , the negative log-profile-likelihood ratio (times 2), as a function of the C ! 2� (top) and
C ! D� (bottom) branching ratios. In (a) and (c) the evolutions for each category and the combined sample are
shown for the expected result in the absence of signal, while (b) and (d) show a comparison between the observed
result and the expectation in the absence of signal. The likelihood functions are only defined for a positive expected
number of events, hence some categories and combined curves do not cover the full scanned range.

the C2� and the CD� hypotheses. The test statistic used to quantify this separation is defined as
@2 ⌘

⇣
ln ! (2,

ˆ̂
B2) � ln ! (D,

ˆ̂
BD)

⌘
, where ˆ̂

B
2 (D) is the conditional maximum-likelihood estimator of B

2 (D)

under the hypothesis of a non-zero C2� (CD�) coupling. Distributions of the test statistic for the C2� and
CD� hypotheses, for the nominal analysis and the alternative one, where no 2-tagging is used, have been
built for a C ! @� branching ratio of 10�3, using 3500 pseudo-experiments. 7 The fractions of experiments
from the CD� hypothesis above the median @2 of the distribution for the C2� hypothesis are about 8% and
40% for the nominal and alternative analyses, respectively. Even though the 2-tagging categorisation has a
small impact on the expected upper limit on the C ! @� branching ratio, it thus has a significant power for
the characterisation of a potential signal.

7 This value of the branching ratio has been chosen as it is slightly below the ATLAS combined limit obtained with 36 fb�1 [39],
and would have resulted in a sufficient sensitivity for an observation.
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ATLAS CMS

tHc 4.7 (4.3) 5.1 (7.3)

tHu 3.9 (3.8) 3.1 (1.9)

• Expected (Observed) results for ATLAS and 
CMS as BR × 10-4
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H→bb in CMS
• Leptonic top quark decay for trigger, build categories based on jet and b-tagged jet 

multiplicity 
• Use residual neural network for reconstructing Higgs and top from decay products, 

higher efficiency (~80% for signals and ttbar background) than kinematic fit 
• Individual BDTs trained for different couplings, jet categories 

• 164 input kinematic distributions 
• b-tagging scores among the highest ranked variables 

• 2016 result based on previous analysis strategy
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Figure 2. The reconstructed mbb (Higgs boson candidate mass) in the b3j3 category for the ST
signal scenario (left), the distribution of the second largest DeepCSV value for the b-tagged jet
from the Higgs boson decay in the b4j4 category for the TT signal scenario (middle), and the mass
of the hadronically decaying top quark in the b2j4 category for the SM tt background scenario
(right) for the combined 2017+2018 data. The lower panel shows the ratio of observed data to the
SM prediction. The shaded band corresponds to the total uncertainty in the predicted background.
For the mass plots the last bin contains the overflow events.

SM tt process is considered in the BDT training. A total of 164 input kinematic variables
sensitive to the different process hypotheses, such as the b tagging discriminator scores
of the selected jets or the angular distributions between particles, are used in the BDT
training. Throughout the BDT training, b tagging discriminator values are found to be
the most important features. For example, the distributions of the second largest DeepCSV
values from the reconstructed Higgs boson in the ST and TT signal hypotheses are well
separated from the SM predictions (see figure 2), as the corresponding jet typically does not
originate from a bottom quark for the SM tt hypothesis. Meanwhile, once all the b-tagged
jets are assigned to the b jets from the SM top quarks in the SM tt hypothesis, the largest
DeepCSV value from the reconstructed W boson is typically larger in ST and TT events
compared to the SM events. In addition, the mass distributions are also important features.
If there are more than three b-tagged jets so that there are combinatorial jet permutations,
the mass distribution of the reconstructed Higgs boson in FCNC events are distinguishable
from the SM backgrounds. Furthermore, the mass distribution of the hadronically decaying
top quark in ST events is well separated from the background as the latter contains no such
top quark. In the b2j3 category, the BDT scores are additionally evaluated for the multijet
process as they have nonnegligible contributions to the event yield. The post-fit BDT out-
put distributions for different jet categories for the 2017 and 2018 data-taking periods are
obtained from the binned maximum likelihood fit to the data performed with the combined
2017 and 2018 data and simulation, and presented in figures 3 (Hut) and 4 (Hct coupling).

6 Systematic uncertainties

The impact of experimental and theoretical systematic uncertainties is evaluated by means
of nuisance parameters, described further in section 7. The dominant source of experimen-
tal uncertainty comes from the imperfect knowledge of the b tagging (mis-)identification
rate, which affects both the event yield in each analysis category and the discriminant distri-
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Figure 2. The reconstructed mbb (Higgs boson candidate mass) in the b3j3 category for the ST
signal scenario (left), the distribution of the second largest DeepCSV value for the b-tagged jet
from the Higgs boson decay in the b4j4 category for the TT signal scenario (middle), and the mass
of the hadronically decaying top quark in the b2j4 category for the SM tt background scenario
(right) for the combined 2017+2018 data. The lower panel shows the ratio of observed data to the
SM prediction. The shaded band corresponds to the total uncertainty in the predicted background.
For the mass plots the last bin contains the overflow events.
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the mass distribution of the reconstructed Higgs boson in FCNC events are distinguishable
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top quark in ST events is well separated from the background as the latter contains no such
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obtained from the binned maximum likelihood fit to the data performed with the combined
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The impact of experimental and theoretical systematic uncertainties is evaluated by means
of nuisance parameters, described further in section 7. The dominant source of experimen-
tal uncertainty comes from the imperfect knowledge of the b tagging (mis-)identification
rate, which affects both the event yield in each analysis category and the discriminant distri-
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Figure 4. The BDT output distributions for the combined 2017+2018 data and simulation for the
different jet categories, assuming the Hct coupling. The lower panel shows the ratio of observed data
to the SM prediction. The shaded bands correspond to the post-fit total uncertainty in the predicted
background. The signal contributions are normalized to the total number of events in data.
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H→bb in ATLAS
• More inclusive analysis design: one leptonic top, other top 

with FCNC decay involving any light scalar with X→bb 
• Apply data-driven corrections to simulated background 

samples, correcting for mismodeling of additional radiation 
in parton shower 

• Neural net trained using inputs of object kinematics and 
event observables, X particle mass → allows differentiation 
of signals 
• NN evaluated for each mass hypothesis individually
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Figure 1. Leading-order Feynman diagram for the production of a scalar particle X in association
with a top quark.

in the literature. This paper presents a generic search for top-quark pair production where
one of the top quarks decays to a light scalar particle X (with mass mX < mtop), with
X → bb̄, and an up-type quark (either u or c), while the other top quark decays to Wb

according to the SM with the W boson decaying leptonically, as shown in figure 1. This
search uses the full Run 2 dataset of pp collisions recorded at √

s = 13TeV. Events with one
charged lepton (l = e, µ) and jets in the final state are considered, and separate regions are
defined according to the overall number of jets and the number of jets tagged as containing
a b-hadron. In order to distinguish signals from SM backgrounds, a neural network (NN) is
employed, with basic information from the jets and the lepton as well as invariant masses
and angular separation between pairs of jets. Limits on the t → qX branching fraction
are set by means of a simultaneous fit to the NN output distributions in the different
analysis regions.

2 ATLAS detector

ATLAS [16–18] is a multipurpose detector with a forward–backward symmetric cylindrical
geometry and a near 4π coverage in solid angle.1 It consists of an inner tracking detector
(ID) surrounded by a thin superconducting solenoid providing a 2T axial magnetic field,
electromagnetic and hadron calorimeters, and a muon spectrometer (MS). The ID covers
the pseudorapidity range |η| < 2.5. It consists of silicon pixel, silicon microstrip, and tran-
sition radiation tracking detectors. Lead/liquid-argon (LAr) sampling calorimeters provide
electromagnetic (EM) energy measurements with high granularity. A steel/scintillator-tile
hadron calorimeter covers the central pseudorapidity range (|η| < 1.7). The endcap and
forward regions are instrumented with LAr calorimeters for EM and hadronic energy mea-
surements up to |η| = 4.9. The MS surrounds the calorimeters and is based on three large

1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in
the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre
of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r,φ) are used in the transverse
plane, φ being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar
angle θ as η = − ln tan(θ/2). Angular distance is measured in units of ∆R ≡

√
(∆η)2 + (∆φ)2.
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Figure 3. Distributions of the leading jet pT before the fit to the data in the different 3b analysis
regions before (from (a) to (c)) and after (from (d) to (f)) applying the Hall

T -based reweighting. The
last bin includes the overflow. The uncertainty bands include the correlated systematic uncertainties
in the prediction and the statistical uncertainties uncorrelated across bins. In cases (d) to (f), the
uncertainty bands are computed after the reweighting and include the associated uncertainties (see
section 6).

• Bin of pseudo-continuous b-tagging distribution for the fourth, fifth and sixth jets.

• Three invariant masses and three ∆R of two b-jets from the three leading jets com-
bined in pairs. These variables aim to reconstruct the decay of the scalar particle,
although the width of the reconstructed mass is dominated by experimental resolution
effects.

A 5-fold training [97] is performed using the events in the [4-6]j3b and [4-6]j≥4b regions
of the t → uX and t → cX signal processes separately. For each training, all background
samples and all signal samples with mX ≥ 30GeV for the corresponding process are used.
The various backgrounds are normalised according to their cross-sections, while the differ-
ent signals are normalised to the total background. The training also includes the value
of the mX parameter, which for signal events is defined to be the true mass of the sig-
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(a) mX= 30GeV, 4j 3b (b) mX= 30GeV, 5j 3b (c) mX= 30GeV, 6j 3b
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Figure 4. NN output distributions in the three signal regions for top-quark decays to uX under
the 30, 80 and 120GeV X mass hypotheses. Background samples are normalised according to their
cross-sections. Signal and background distributions are finally normalised to the same area.

nal sample, while for background events a random value of the X mass, taken from the
fraction of signal masses in the input dataset, is assigned to each event [98]. In addition
to increasing the size of the training sample, the use of a mass-parameterised NN allows
the different signals to be differentiated. Figures 4 and 5 compare the distributions of the
NN output in the signal regions between either the t → uX or t → cX process and the
background for three representative values of mX : 30, 80, and 120GeV. For high values of
mX , the invariant masses and angular distances of the b-jet pairs peak at similar values in
both signal and background events, thus reducing the NN discriminating power. The NN
output distributions are used in a fit to extract the amount of signal in data.

6 Systematic uncertainties

Several sources of uncertainties, which may affect the normalisation of the signal and
backgrounds, as well as the shape of their corresponding NN outputs, are considered in this
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Figure 5. NN output distributions in the three signal regions for top-quark decays to cX under
the 30, 80 and 120GeV X mass hypotheses. Background samples are normalised according to their
cross-sections. Signal and background distributions are finally normalised to the same area.

analysis. Correlations of a given uncertainty are set across processes and event categories
as appropriate.

Different sources of systematic uncertainties covering potential mismodelling of the tt̄

background depending on jet and b-jet multiplicities have been considered. The uncertain-
ties associated to the tt̄+≥1b, tt̄+≥1c and tt̄+light processes are treated as uncorrelated,
unless stated otherwise. Uncertainties associated with the choice of matrix-element genera-
tor and parton shower and hadronisation models are obtained by comparing the nominal tt̄
sample with alternative samples. These uncertainties are evaluated by deriving data-based
corrections for these alternative samples in a procedure analogous to that used to correct
the nominal tt̄ sample (see section 5). The tt̄ modelling uncertainties are thus evaluated
by comparing the alternative tt̄ samples to the nominal ones after the corresponding data-
based corrections are applied to both sets. These uncertainties are further decorrelated
between different jet multiplicity regions. The uncertainty due to initial- and final-state
radiation (ISR/FSR) is estimated by varying the parameters of the A14 parton shower
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Figure 8. Comparison between the data and prediction for the NN output in the 3b regions for
the t → uX ((a) to (c)) and the t → cX ((d) to (f)) processes, and the yields in the ≥ 4b regions
for the t → uX (g) and the t → cX (h) processes after the signal-plus-background fit to data for
the 120GeV X scalar mass hypothesis. The dashed red line corresponds to a mX = 120GeV signal
normalised to the total background. The uncertainty bands show the total uncertainty after the fit.
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Figure 9. Expected and observed 95% CL upper limits for B(t → uX) × B(X → bb̄) (a) and
B(t → cX) × B(X → bb̄) (b). The bands surrounding the expected limits show the 68% and 95%
confidence intervals, respectively.
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Figure 5. Excluded limits on the product of the cross section and branching fraction at 95% CL for
the Hut (left) and Hct (right) couplings obtained using the BDT distributions. Each jet category
and their combination are shown separately.
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Figure 6. Upper limits on the couplings κHut and κHct (left), and the branching fractions B(t →
Hu) and B(t → Hc) (right) at 95% CL.

with Γt = 1.32GeV at NNLO [73] and Γ
κHut=1
Hut = Γ

κHct=1
Hct = 0.19GeV. The observed (ex-

pected) 95% CL exclusion limits on the branching fractions are B(t → Hu) < 0.079 (0.11)%
and B(t → Hc) < 0.094 (0.086)%. The limits for a single nonvanishing coupling are inter-
polated by assuming a linear relationship between the branching fractions. The resulting
two-dimensional limits for the branching fractions and couplings are shown in figure 6. The
results presented here improve by a factor of 3–6 compared to those obtained in the same
decay channel with the 2016 data set [24], and are comparable to the observed limits from
the 13TeV analysis in the diphoton channel [25].
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polated by assuming a linear relationship between the branching fractions. The resulting
two-dimensional limits for the branching fractions and couplings are shown in figure 6. The
results presented here improve by a factor of 3–6 compared to those obtained in the same
decay channel with the 2016 data set [24], and are comparable to the observed limits from
the 13TeV analysis in the diphoton channel [25].
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• ATLAS limits as function of scalar mass 
• Expected (Observed) results for ATLAS and 

CMS as BR × 10-4

ATLAS CMS

tHc 7.7 (11.9) 8.6 (9.4)

tHu 8.8 (7.7) 11 (7.9)
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CMS multilepton
• Select events with dilepton triggers, require one pair of light leptons with same 

charge 
• Data driven estimation methods used for nonprompt lepton and charge flip 

backgrounds, prompt lepton background taken from simulation 
• Dedicated BDTs used for tHu and tHc couplings, utilizing charm tagger to enhance 

sensitivity to tHc 
• b-tagging and charm tagging scores from DeepJet algorithm amongst most 

important features in BDT

10
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H→𝜏𝜏 in ATLAS
• Events selected using single lepton or di-tau triggers 
• Use both hadronic or leptonic top channels 

• 7 signal regions based on number of light leptons, 𝜏had candidates, light flavor jets 

• Only 𝜏had𝜏had channel used for leptonic top decay to avoid overlap with other analyses 

• Data driven bkg estimates for nonprompt leptons (corrected simulation, fake-factor method) and fake 
taus (ABCD method) 

• Targeted BDTs with different set of input variables used in each signal region 
• Observe 2.3sigma excess, driven by tlep𝜏had𝜏had channel, sensitivity driven by leptonic channels

11

J
H
E
P
0
6
(
2
0
2
3
)
1
5
5

1

10

210

310

E
ve

n
ts

/1
0
 G

e
V

ATLAS  
-1=13 TeV,139 fbs

-
τ

+
τ→FCNC tuH H

t τ
had
τ
had

Pre-Fit

data tt
Other MC Fake
Uncertainty
tuH(0.1%)x2

30 40 50 60 70 80 90 100 110 120

[GeV]
T

 pτ

0.6

0.8

1

1.2

1.4

D
a

ta
/P

re
d

1

10

210

310

410

510

610

E
ve

n
ts

/1
0
 G

e
V

ATLAS  
-1=13 TeV,139 fbs

-
τ

+
τ→FCNC tuH H

t τ
had
-1j

Pre-Fit

data tt
Other MC Fake
Uncertainty
tuH(0.1%)x50

30 40 50 60 70 80 90 100 110 120

[GeV]
T

 pτ

0.6

0.8

1

1.2

1.4

D
a

ta
/P

re
d

1

10

210

310

410

510

610

E
ve

n
ts

/1
0
 G

e
V

ATLAS  
-1=13 TeV,139 fbs

-
τ

+
τ→FCNC tuH H

t τ
had
-2j

Pre-Fit

data tt
Other MC Fake
Uncertainty
tuH(0.1%)x50

30 40 50 60 70 80 90 100 110 120

[GeV]
T

 pτ

0.6

0.8

1

1.2

1.4

D
a

ta
/P

re
d

(a) (b) (c)

1

10

210

310

410

510

610

E
ve

n
ts

/1
0
 G

e
V

ATLAS  
-1=13 TeV,139 fbs

-
τ

+
τ→FCNC tuH H

t
h
τ
lep
τ
had
-2j

Pre-Fit

data tt
Other MC Fake
Uncertainty
tuH(0.1%)x50

30 40 50 60 70 80 90 100 110 120

[GeV]
T

 pτ

0.6

0.8

1

1.2

1.4

D
a

ta
/P

re
d

1

10

210

310

410

510

610

E
ve

n
ts

/1
0
 G

e
V

ATLAS  
-1=13 TeV,139 fbs

-
τ

+
τ→FCNC tuH H

t
h
τ
lep
τ
had
-3j

Pre-Fit

data tt
Other MC Fake
Uncertainty
tuH(0.1%)x50

30 40 50 60 70 80 90 100 110 120

[GeV]
T

 pτ

0.6

0.8

1

1.2

1.4

D
a

ta
/P

re
d

1

10

210

310

E
ve

n
ts

/1
0
 G

e
V

ATLAS  
-1=13 TeV,139 fbs

-
τ

+
τ→FCNC tuH H

t τ
had
τ
had
SS

Pre-Fit

data tt
Other MC Fake
Uncertainty
tuH(0.1%)x50

30 40 50 60 70 80 90 100 110 120

[GeV]
T

 pτ

0

0.5

1

1.5

2

D
a

ta
/P

re
d

(d) (e) (f)

1−10

1

10

210

310

410

E
ve

n
ts

/1
0
 G

e
V

ATLAS  
-1=13 TeV,139 fbs

-
τ

+
τ→FCNC tuH H

t
h
τ
had
τ
had
-2j

Pre-Fit

data tt

Other MC Fake

ττ→Z  real
sub

τ

Diboson SM Higgs

tVt Uncertainty

tuH(0.1%)x10

40 50 60 70 80 90 100 110 120 130

 [GeV]
T

 pτ

0.6

0.8

1

1.2

1.4

D
a

ta
/P

re
d

1−10

1

10

210

310

410

E
ve

n
ts

/1
0
 G

e
V

ATLAS  
-1=13 TeV,139 fbs

-
τ

+
τ→FCNC tuH H

t
h
τ
had
τ
had
-3j

Pre-Fit

data tt

Other MC Fake

ττ→Z  real
sub

τ

Diboson SM Higgs

tVt Uncertainty

tuH(0.1%)x10

40 50 60 70 80 90 100 110 120 130

 [GeV]
T

 pτ

0.6

0.8

1

1.2

1.4

D
a

ta
/P

re
d

2−10

1−10

1

10

210

310

410

E
ve

n
ts

/1
0
 G

e
V

ATLAS  
-1=13 TeV,139 fbs

-
τ

+
τLow→FCNC tuH H

t
h
τ
had
τ
had
-3jSS

Pre-Fit

data tt

Other MC Fake

ττLow→Z  real
sub

τ

Diboson SM Higgs

tVt Uncertainty

tuH(0.1%)x10

40 50 60 70 80 90 100 110 120 130

 [GeV]
T

 pτ

0

0.5

1

1.5

2

D
a

ta
/P

re
d

(g) (h) (i)

Figure 1. Leading τhad pT distributions obtained before the fit to data (‘Pre-Fit’) showing the
expected background and tuH signals after applying fake factors in the following regions: (a)
tℓτhadτhad, (b) tℓτhad-1j, (c) tℓτhad-2j, (d) thτlepτhad-2j, (e) thτlepτhad-3j, (f) tℓτhadτhad-SS, (g)
thτhadτhad-2j, (h) thτhadτhad-3j and (i) thτhadτhad-3j SS. The total statistical and systematic uncer-
tainty of the background prediction is indicated by the hatched band. Overflow events are included
in the last bin. ‘Other MC’ includes single-top, V+jets, and other small backgrounds in the leptonic
and hadronic channel. The tuH signal is scaled by a normalisation factor of either 2, 10, or 50.
The lower panels show the ratio of data to prediction.
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Figure 3. BDT output distributions obtained from a signal+background fit to the data for the tuH
search: (a) tℓτhadτhad, (b) tℓτhad-1j, (c) tℓτhad-2j, (d) thτlepτhad-2j, (e) thτlepτhad-3j, (f) tℓτhadτhad-
SS, (g) thτhadτhad-2j, (h) thτhadτhad-3j and (i) thτhadτhad-3j SS. The total statistical and systematic
uncertainty is indicated by the hatched band. The signal shapes of tt(uH), tH, and their sum are
also shown using a normalisation of 2 × B(t → uH) of 0.1%.
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Figure 6. 95% CL upper limits (a) in the B(t → cH) versus B(t → uH) plane and (b) in the
Ccφ versus Cuφ plane for the combination of the searches. The observed limits (solid lines) are
compared with the expected (median) limits under the background-only hypothesis (dotted lines).
The surrounding shaded bands correspond to the 68% and 95% CL intervals around the expected
limits, denoted by ±1σ and ±2σ respectively.

the sum in quadrature of the coefficients relative to the two possible chirality combinations
of the quark fields, Cqφ =

√
(Ci3

qφ)2 + (C3i
qφ)2 [76]. The observed (expected) upper limits on

the D6 Wilson coefficients from the combination of the search results are Ccφ < 1.35 (0.97)
and Cuφ < 1.16 (0.82) for a new-physics scale Λ = 1 TeV.

A similar set of results can be obtained by simultaneously varying both branching ratios
in the likelihood function. Figure 6(a) shows the 95% CL upper limits on the branching
ratios in the B(t → uH) versus B(t → cH) plane. The corresponding upper limits on the
D6 Wilson coefficient couplings in the Cuφ versus Ccφ plane are shown in figure 6(b).

12 Conclusion

A search for flavour-changing neutral current processes involving a top quark, another
up-type quark (q = u, c), and a SM Higgs boson is presented. The search uses 139 fb−1

of 13 TeV pp collisions recorded by the ATLAS detector at the LHC. Evidence of FCNC
tqH interactions is sought in both the tt̄ decay mode, where one top quark decays via SM
processes and the other one decays through t → qH, and the production mode (pp → tH),
where a single top quark produced via the FCNC interaction decays as t → Wb. A slight
excess of data is observed above background, with a significance of 2.3σ. Upper limits
at the 95% confidence level are set on the t → qH branching ratios and the correspond-
ing dimension-6 operator Wilson coefficients in the effective tqH couplings. The observed
(expected) 95% CL upper limits set on the t → cH and t → uH branching ratios are
9.4×10−4 (4.8+2.2

−1.4 ×10−4) and 6.9×10−4 (3.5+1.5
−1.0 ×10−4), respectively. The corresponding

combined observed (expected) upper limits on the dimension-6 operator Wilson coefficients
in the effective tqH couplings, for a new-physics scale Λ of 1 TeV, are Ccφ < 1.35 (0.97)
and Cuφ < 1.16 (0.82). These results improve significantly upon the previously published
ATLAS studies in this channel and provide more stringent limits than the previous com-
bination of ATLAS t → qH results.
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ATLAS Combination
• Run 2 combination of public results: H→𝜏𝜏, H→ɣɣ, H→bb 

• Correlation scheme carefully studied 
• Luminosity, PU modeling, JES correlated between all analyses 
• b-tagging correlated between H→𝜏𝜏, H→bb 

• Some uncertainties kept uncorrelated for simplicity 
• Dominant systematics are analysis specific 
• H→𝜏𝜏, H→ɣɣ are statistically dominated

12

The observed (expected) 95% CL combined upper limits on the branching ratios are 5.8⇥10�4
(3.0⇥10�4

)

and 4.0⇥10�4
(2.4⇥10�4

) for the decays C ! 2� and C ! D�, respectively. A summary of the upper limits
on the branching ratios obtained by the individual searches, and their combination, is given in figure 11.
Using eq.(1), the observed upper limit in the C2� combined analysis corresponds to _C@� < 0.045 at
95% CL, slightly smaller than the value _CS

C@�
= 0.057 obtained by applying the Cheng and Sher ansatz [9],

using running charm-quark and top-quark masses at the top-quark mass of 0.61 GeV and 163 GeV,
respectively. In the SMEFT framework, the limit observed for the C ! 2� (C ! D�) branching ratio
translates to a limit on the corresponding Wilson coefficient of ⇠23,32

Di
= 1.07 (⇠

13,31
Di

= 0.88) at 95% CL,
assuming ⇠

32,23
Di

= 0 (⇠
31,13
Di

= 0), and for a mass scale ⇤ = 1 TeV.
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Figure 11: 95% CL upper limits on (a) B(C ! 2�) assuming B(C ! D�) = 0 and (b) B(C ! D�) assuming
B(C ! 2�) = 0 for the individual searches and their combination. The observed limits (solid lines) are compared
with the expected (median) limits under the background-only hypothesis (dotted lines). The surrounding shaded bands
correspond to the 68% and 95% CL intervals around the expected limits, denoted by ±1f and ±2f, respectively.

6 Conclusion

The FCNC coupling of a top quark with a lighter up-type quark @ (@ = 2, D) and a Higgs boson has
been searched for in a data set of 139 fb�1 of 13 TeV proton–proton collisions recorded by the ATLAS
experiment at the LHC, using the Higgs boson decay mode � ! WW. Both the ?? ! CC̄ production,
followed by the top-quark decay C ! @�, and the ?? ! C� production are considered in the analysis. The
cross-sections of both processes are parameterized in terms of the C@� coupling strength, and results are
reported as constraints on the branching ratio B of the C ! @� decay. The analysis is split into hadronic
and leptonic channels, targeting the decay of the , boson from the SM top-quark decay either in a hadronic
mode or in a leptonic mode. For each channel the analysis is further split into sub-channels targeting either
?? ! C� or ?? ! CC̄ production. In the latter case charm tagging is used in view of further separating the
C2� coupling from the CD� one.

Exploiting the diphoton invariant mass distributions, a sideband technique is used to constrain the
background under the signal. Taking into account the contribution of the SM Higgs boson production, an
upper limit on the C ! 2� (C ! D�) decay branching ratio in the absence of signal of B = 4.7 ⇥ 10�4

(3.9 ⇥ 10�4) is expected at 95% CL. For the C2� coupling, the sensitivity increase relative to the analysis
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CMS Combination

13

• No (significant) overlap between signal or control 
regions 

• Experimental systematic uncertainties estimated 
with similar methods are fully correlated between 
analyses (e.g. JES, luminosity, lepton identification) 

• Theoretical uncertainties (PDF, shape, 
normalization) are correlated between analyses for 
appropriate processes 

• Choice of correlation scheme has very minimal 
impact on final result (dominating uncertainties are 
usually analysis specific) 

• Main drivers of combined result: H → ɣɣ and 
leptonic channels

0 0.1 0.2 0.3 0.4

95% CL Expected Limit  Exp. Limitσ1±

95% CL Observed Limit  Exp. limitσ2±

PreliminaryCMS  (13 TeV)-1138 fb

b b→H

γ γ →H

leptonic

combined

b b→H

γ γ →H

leptonic

combined

 uH→t 

 cH→t 

Branching Ratio (%)

8. Combination 11

0 0.05 0.1 0.15
Hutκ

0

0.05

0.1

0.15

Hc
t

κ

Observed

Median Expected

σ 1±

σ 2±

95% CL Upper Limits

CMS  (13 TeV)-1138 fb

0 0.05 0.1 0.15
 Hu) (%)→Branching Ratio (t 

0

0.05

0.1

0.15

 H
c)

 (%
)

→
Br

an
ch

in
g 

Ra
tio

 (t
 

Observed

Median Expected

σ 1±

σ 2±

95% CL Upper Limits

CMS  (13 TeV)-1138 fb

Figure 3: The expected and observed limits on the anomalous coupling strength (left) and on
the anomalous branching fraction (right) for Run 2 are shown.

Table 4: Observed (expected) upper limits on the t ! Hu and t ! Hc branching fractions for
the three searches in different Higgs boson decay channels performed by the CMS Collabora-
tion. A statistical combination of the these results is also reported.

Analysis B(t ! Hu)
observed (expected)

B(t ! Hc)
observed (expected)

H ! bb̄ [24] 0.079 (0.11)% 0.094 (0.086)%
H ! gg [25] 0.019 (0.031)% 0.073 (0.051)%

Leptonic (this paper) 0.072 (0.059)% 0.043 (0.062)%
Combination 0.019 (0.027)% 0.037 (0.035)%
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Big Picture

14
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• 8-axis overview of limits on FCNC BR of t→Xc and t→Xu 
• LHC limits surpass previous constraints by order(s) of magnitude by now
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Summary & Outlook

• Many interesting results for tHq FCNC have been released fairly recently 
• Combinations within CMS and ATLAS have yielded constraints that start 

constraining some BSM models, e.g. 2HDM(FV) 
• Exchange between CMS and ATLAS teams has started concerning a 

potential combination 
• Hopefully a first simple combination (without proper correlation scheme) 

can be put together quickly to gauge potential improvement 
• Need to understand differences of (production mode) sample and 

inclusive cross section, correlations
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