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Introduction



LHC data generation

Image: CERN





Performance monitoring with perfSONAR

Image: Hosts location on the world map



Aggregating and analyzing the data

Image: Using Elasticsearch to monitor the status of the hosts



Network problems identification for 
throughput measurements



Throughput alarms – dataset and one-hot 
encoding

one-hot

encoding

Images: data on the throughput measurements fetched from the Elasticsearch for the period [from 2023-01-01 until 2023-05-31]



Throughput alarms – Random 
hyperparameters search (using f1 score)

RHS

Images: Classification reports and confusion matrices for the test data



Throughput alarms – ML analysis site-
specifically 

Image: TAIWAN-LCG2 site performance on the period of time where it had a known network issue



Throughput alarms – ML analysis site-
specifically 

Image: TAIWAN-LCG2 site number of alarms aggregation by days



Throughput alarms – ML analysis through all 
sites
USCMS-FNAL-WC1 45 alarms at 

2023-02-05
28 alarms at 
2023-02-06

27 alarms at 
2023-02-07

…

UKI-LT2-QMUL 2 alarms at 
2023-02-19

2 alarms at 
2023-02-20

TAIWAN-LCG2 64 alarms at 
2023-03-14 

62 alarms at 
2023-03-15

62 alarms at 
2023-03-16

…

T2_US_CALTECH 14 alarms at 
2023-02-05

17 alarms at 
2023-02-06

16 alarms at
2023-02-07

…

BEGRID-ULB-VUB 1 alarms at 
2023-01-31

1 alarms at 
2023-02-01

2 alarms at 
2023-02-02

…

JINR-LCG2 37 alarms at 
2023-02-08

19 alarms at 
2023-02-09

VANDERBILT 15 alarms at 
2023-01-25

16 alarms at 
2023-01-26

15 alarms at 
2023-01-27

…

… … … … 22 unique sites

Diagram: Some of the 22 unique sites with 3-14 days of consecutive high number of daily alarms received from the ML analysis



Throughput alarms – ML analysis through all 
sites (BEGRID-ULB-VUB)

BEGRID-ULB-VUB site
performance records
both as a destination 
and a source



Throughput alarms – ML analysis through all 
sites (VANDERBILT)

VANDERBILT site
performance records
both as a destination 
and a source



Throughput alarms – ML analysis through all 
sites (USCMS-FNAL-WC1)

USCMS-FNAL-WC1 site 
performance records
both as a destination 
and a source



Throughput alarms – ML analysis through all 
sites (USCMS-FNAL-WC1)

Diagram: USCMS-FNAL-WC1 site performance records as a destination ONLY



Throughput alarms – ML analysis through all 
sites (USCMS-FNAL-WC1)

Amount of source - destination pairs 
for USCMS-FNAL-WC1 as a source:

Name of the 
destination site

Number of 
unique src-dest
connections

CIT_CMS_T2 47

GLOW 40

IN2P3-CC-T3 33

NDGF-T1 29

RRC-KI-T1 3

RWTH-AACHEN 1

T2_US_FLORIDA 26

TAIWAN-LCG2 13

Diagram: USCMS-FNAL-WC1 site performance records as a source ONLY



Creating alarms for packet loss measurements



Packet loss alarms – ML analysis through all 
sites
USCMS-FNAL-WC1 375 alarms at

2023-02-05
399 alarms at
2023-02-06

388 alarms at 
2023-02-07

…

CBPF 58 alarms at 
2023-03-25

TAIWAN-LCG2 374 alarms at 
2023-03-15

264 alarms at 
2023-03-16

CIT_CMS_T2 330 alarms at 
2023-01-03

GSI-LCG2 19 alarms at 
2023-01-19

SARA-MATRIX 218 alarms at 
2023-04-18

… … … … …

Diagram: Sites with a consecutive high number of daily alarms received from the ML analysis



Packet loss alarms – ML analysis through all 
sites (TAIWAN-LCG2)

Image: TAIWAN-LCG2 site performance on the period of time where it had a known network issue



Packet loss alarms – comparison with 
throughput decrease alarms

Image: VANDERBILT site packet loss records/alarms both as a destination 

VANDERBILT site had a very 
prominent alarm in the 
throughput analysis [from 
2023-01-21 till 2023-01-30] 
but nothing here.



Packet loss alarms – comparison with 
throughput decrease alarms

CIT_CMS_T2 site 
packet loss records
both as a destination 
and a source



Making the project interactive using
Plotly Dash



Conclusions

• Using different techniques such as one-hot encoding suitable datasets 
were created from the data fetched from the Elasticsearch platform

• Using these datasets our own alarms were created using Machine 
Learning and existing automatic alarms system to label the faulty 
measurements

• Two Elasticsearch scopes were explored this way – throughput and 
packet loss measurements 

• While comparing the results from both, instead of expected 
correlation between high packet loss and low throughput we had 
some cases of low throughput present and no high packet loss alarms 
and vice versa



Links

• LHCONE topology -
https://twiki.cern.ch/twiki/bin/view/LHCONE/LhcOneMaps

• PerfSONAR stats -
https://stats.perfsonar.net/d/spFwAQi4z/perfsonar-public?orgId=2

• Elasticsearch data – link

• Dash page for exploring alarms – https://ps-dash.uc.ssl-
hep.org/search-alarms

https://twiki.cern.ch/twiki/bin/view/LHCONE/LhcOneMaps
https://stats.perfsonar.net/d/spFwAQi4z/perfsonar-public?orgId=2
https://atlas-kibana.mwt2.org:5601/s/networking/app/discover/?_g=(filters:!(),refreshInterval:(pause:!t,value:0),time:(from:'2023-03-12T10:00:00.000Z',to:'2023-03-16T22:00:00.000Z'))&_a=(columns:!(),filters:!(),index:fa613c94-5540-5f22-8e89-ce49c7f80136,interval:auto,query:(language:kuery,query:''),sort:!(!(timestamp,desc)))
https://ps-dash.uc.ssl-hep.org/search-alarms


Thank you for attention!


