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The problem of averages 
of inconsistent data

• Increase all uncertainties to have a final 𝜒!"#$ ≈ 1 (Birge ratio [1])

• Evaluate the unknown uncertainty from the final spread [2,3]

• More complex modelling of the missing systematic effects …

A Bayesian minimalistic approach

Tests and analyses
Simulations

The Newtonian constant of gravity from CODATA

Particle properties

The Python library

What to do with 
inconsistent sets of data?

Standard procedure: 
inverse-invariance weighted average 

Scattered data

or presence of outliers 

BUT 𝜎!" does not depends on the data 
spread, only on the uncertainties!!

with !𝜇 maximising 

and with
Gaussian (normal) distribution assumed

Proposed alterative averages

But global adjustment, not adapted to 
inter-laboratory comparisons!!

with
But adjustment a posteriori

The simplest possible (and pessimistic) assumption [4]: 
my uncertainty is only a lower-bound estimation of the real one

Marginalization over the unknown variable

What to choose for 𝑝 𝜎#’ 𝜎#)?

The “natural” choice: a non-informative (Jeffreys’) prior:
Invariant over parameter transformation

but additional parameters 𝜎#$%& to add, 
not normalizable otherwise

Sivia conservative prior [4]: 

No more a Gaussian distribution!
but not a non-informative prior

Our solution:
Jeffreys’ prior  + marginalization

Limit case:

No more additional parameters, 
and maximum and second derivative still well defined

𝜇 = 1
𝜎 = 0.1

𝜇!"#$ = 0
𝜎!"#$ = 10	𝜎+ 

𝜇%&'(")* =	+5	𝜎
𝜎%&'(")* = 1/3	𝜎+ 

Jeffreys’ prior weighted 
average:

• Systematically larger 
uncertainty

• Reproducing the data 
spread

• Much more robust to 
outliers

𝜇̂+),, =	1.013±0.047

𝜇̂+),, =	1.031±0.124

𝜇̂+),, =	1.019±0.037

1998: a difficult case

• PDG recommended values well 
reproduced for (almost) all selected cases

• Critical cases easily detectable 
Proton puzzle is 

still a puzzle!!

W boson mass in agreement 
with standard model now!

• Easily installable via pip: 
• Freely available in GitHub: 
• Different average type proposed 
• Plot representation of the final probability 

distribution with the input data

pip install bayesian_average

https://github.com/martinit18/bayesian_average 

Weighted averages not 
recommended here

The manuscript relative to the present work has been submitted to Metrologia journal
ArXiv repository:   arXiv:2406.08293   

Possible solution:

The outlier case

• Always consistent 
with the most 
recent value

• Good built-in 
estimation of the 
uncertainty

• Robust to outliers 
(still)

https://github.com/martinit18/bayesian_average
https://arxiv.org/abs/2406.08293

