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The Hardware Era
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Not a new concept …

• 2011 Report

• Exponential growth for several decades

• Exponential growth no longer possible

• Switch to multicore and parallelism
• Energy consumption becomes an issue
• Multicore introduces parallelism that we do not 

know how to exploit well

• Situation will not change in near future

• Alternative is specialization 

• Either somebody comes up with a new great 
invention or there is a problem
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General purpose computing

Slow improvements lead

to specialization
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Driving specialization

• The cloud is the big game changer:
• New business model

• Economies of scale

• Very large workloads

• Every hyper scaler is its own “Killer App”
• The scale makes many things feasible

• The gains have a very large multiplier
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https://www.mckinsey.com/industries/technology-media-and-telecommunications/our-
insights/how-high-tech-suppliers-are-responding-to-the-hyperscaler-opportunity



The size of IT: Does AI pay off?
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“… Redmond is on track to increase its capex more than 50 per 
cent year-on-year to $50 billion, amid talk of spending $100 
billion on an AI supercomputer.”

“But AI is also adding costs as running it requires 
technical talent and computing infrastructure. 
Alphabet is trying to manage those costs. 
"Looking ahead, we remain focused on our 
efforts to moderate the pace of expense growth 
in order to create capacity for the increases in 
depreciation and expenses associated with the 
higher levels of investment in our technical 
infrastructure," said Porat.
"With respect to capex, our reported capex in 
the first quarter was $12 billion, once again 
driven overwhelmingly by investment in our 
technical infrastructure, with the largest 
component for servers, followed by data 
centers," she reported. "The significant year-on-
year-growth in capex in recent quarters reflects 
our confidence in the opportunities offered by 
AI across our business."

https://www.theregister.com/2024/04/01/microsoft_openai_5gw_dc/


The price of distribution
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A Cloud-Scale Characterization of Remote Procedure Calls, SOSP’23

Profiling a warehouse-scale computer, ISCA 2015



Data Compression (Microsoft Zipline/Corsica)
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https://azure.microsoft.com/en-us/blog/improved-cloud-service-performance-through-asic-acceleration/



Microsoft Azure Boost
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Accelerators in a data center

Gustavo Alonso. Systems Group. D-INFK. ETH Zurich 10

SELECT * FROM T WHERE id=3

• A database will read the table from 
cloud storage

• Bring it all the way to the local 
memory, then to the CPU registers

• Just to throw away all tuples but 1

• Creates bottlenecks in storage, 
network, memory access, data 
buses, pollutes the caches, etc. 

https://pages.awscloud.com/AQUA_Preview.html



Accelerating ML/AI
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Higher Efficiency with new 
hardware



Infrastructure – HACC cluster

• The Heterogeneous Accelerated Compute 
Clusters (HACC) program is a unique initiative 
to support novel research in adaptive 
compute acceleration for data center settings 
and high-performance computing (HPC).

• ETH Zurich HACC 
• https://systems.ethz.ch/research/data-processing-on-modern-hardware/hacc.html

• https://github.com/fpgasystems/hacc

https://systems.ethz.ch/research/data-processing-on-modern-hardware/hacc.html
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Overview (HACC heterogeneous boxes)  



◼ CMAC: Ethernet subsystem, board specific

◼ Network: TCP/IP stack with streaming control and data interfaces

◼ User: Customized unit for application

Network KRNL
100 G TCP/IP

250MHz

CMAC

KRNL
322MHz

User KRNL

Dynamic Region

GT

Rx Tx

Mem Bank 0 Mem Bank 1

Static Region

QSFP

XDMA

EasyNet & ACCL (100 GbE TCP/IP)

He, Korolija, Alonso, 
“EasyNet: 100 Gbps 
Network for HLS”, 
FPL’21



RDMA on FPGA
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Coyote: a better FPGA shell

• Multiple user regions (6 to 10)

• RDMA/TCP network stack 

• Unified memory space host-FPGA

• Virtual memory

• Multi-user memory management on 
FPGA

 Do OS abstractions make sense on 
FPGAs?, Dario Korolija, Timothy Roscoe, 
and Gustavo Alonso, OSDI 2020
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New Focus: SLASH (jointly with AMD Dublin)
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FPGA GPU-FPGA
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FpgaNIC: An FPGA-based Versatile 100Gb SmartNIC for GPUs
Wang et al. USENIX ATC 2022



Use Cases



Example
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VLDB 2022



Deep recommendation models involve 
intensive embedding table lookups
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Wenqi Jiang, Zhenhao He, Shuai Zhang, Thomas B. Preußer, Kai Zeng, Liang Feng, Jiansong Zhang, Tongxuan Liu, Yong Li, 
Jingren Zhou, Ce Zhang, Gustavo Alonso: MicroRec: Efficient Recommendation Inference by Hardware and Data Structure
Solutions. MLSys 2021



Workload profiling on Alibaba’s real models

• Embedding lookup comprises more than half of
the inference
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FleetRec: bridging CPUs, GPUs and FPGAs by 
network in the cloud

• Using existing server

25

Interconnect through network

Flexible combination

Wenqi Jiang, Zhenhao He, Shuai Zhang, Kai Zeng, Liang Feng, Jiansong Zhang, Tongxuan Liu, Yong Li, Jingren Zhou, 
Ce Zhang, Gustavo Alonso: FleetRec: Large-Scale Recommendation Inference on Hybrid GPU-FPGA Clusters. KDD 
2021



Using distributed clusters

• We have used the HACC cluster 
to implement such a distributed 
system over 10 FPGAs, enabling 
us to explore the options for 
accelerating every step of the 
process



Conclusions

• Hardware acceleration and specialization is here to stay

• The bottleneck and inefficiencies caused by data movement will only 
become worse over time because eof the workloads and the growing 
use of the cloud

• Use one to solve the other
• In-network data processing

• Reconfigurable implementations (FPGA) for flexibility

• Enabling new architectures

• This is not just about hardware:
• The software needs to evolve to match the new systems
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