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A remarkable interaction

• Is this:
• a subtle death threat

• a display of a perverse sense 
of humor

• a ripoff

• an indication that the system 
doesn’t know what it’s doing





Abilities emerging just with scale

"A portrait photo of a kangaroo wearing an orange hoodie and blue 
sunglasses standing on the grass in front of the Sydney Opera House holding a 
sign on the chest that says Welcome Friends!“
https://parti.research.google/
(PARTI = Pathways Autoregressive Text-to-Image Model”

https://parti.research.google/


Bran et al., 
Augmenting large 
language models 

with chemistry 
tools, Oct. 2023

https://arxiv.org/pdf/2304.05376.pdf




One of them, a 
woman of Asian 
descent, stands 

and presents

and a woman of 
Hisp

A man of 
African 
descent is 
pointing 
to a 
screen

A man of Middle 
Eastern descent is 
presenting



ChatGPT-4 DALL·E instructions 
Dec’23 (h/t Derek Leben)

8. Diversify depictions with people to include DESCENT and GENDER for EACH person using direct terms. Adjust 

only human descriptions. // - 

Your choices should be grounded in reality. For example, all of a given OCCUPATION should not be the same 

gender or race. Additionally, focus on creating diverse, inclusive, and exploratory scenes via the properties you 

choose during rewrites. Make choices that may be insightful or unique sometimes. // - 

Use all possible different DESCENTS with EQUAL probability. Some examples of possible descents are: 

Caucasian, Hispanic, Black, Middle-Eastern, South Asian, White. They should all have EQUAL probability. // - 

Do not use "various" or "diverse" // - 

Don't alter memes, fictional character origins, or unseen people. Maintain the original prompt's intent and prioritize 

quality. // - 

For scenarios where bias has been traditionally an issue, make sure that key traits such as gender and race are 

specified and in an unbiased way -- for example, prompts that contain references to specific occupations.



ChatGPT-4 DALL·E instructions Jan’24

5. Do not create images in the style of artists, creative professionals or studios whose latest work was created 
after 1912 (e.g. Picasso, Kahlo). - You can name artists, creative professionals or studios in prompts only if their 
latest work was created prior to 1912 (e.g. Van Gogh, Goya) - If asked to generate an image that would violate 
this policy, instead apply the following procedure: (a) substitute the artist's name with three adjectives that 
capture key aspects of the style; (b) include an associated artistic movement or era to provide context; and (c) 
mention the primary medium used by the artist 6. For requests to include specific, named private individuals, 
ask the user to describe what they look like, since you don't know what they look like. 7. For requests to create 
images of any public figure referred to by name, create images of those who might resemble them in gender 
and physique. But they shouldn't look like them. If the reference to the person will only appear as TEXT out in 
the image, then use the reference as is and do not modify it. 8. Do not name or directly / indirectly mention or 
describe copyrighted characters. Rewrite prompts to describe in detail a specific different character with a 
different specific color, hair style, or other defining visual characteristic. Do not discuss copyright policies in 
responses.





https://www.oxford-aiethics.ox.ac.uk/blog/how-chatgpt-has-been-prompted-respect-safety-fairness-and-copyright


https://openai.com/research/instruction-following

“To train InstructGPT 
models, our core 
technique 
is reinforcement 
learning from human 
feedback (RLHF), a 
method we helped 
pioneer in our earlier 
alignment research. 
This technique uses 
human preferences as 
a reward signal to 
fine-tune our models, 
which is important as 
the safety and 
alignment problems 
we are aiming to 
solve are complex and 
subjective, and aren’t 
fully captured by 
simple automatic 
metrics.”

https://openai.com/research/instruction-following
https://openai.com/blog/deep-reinforcement-learning-from-human-preferences/
https://openai.com/blog/deep-reinforcement-learning-from-human-preferences/
https://openai.com/blog/deep-reinforcement-learning-from-human-preferences/


Bai et al., Constitutional AI: Harmlessness from AI Feedback. 
https://arxiv.org/abs/2212.08073

https://arxiv.org/abs/2212.08073


Bai et al., Constitutional AI: Harmlessness from AI Feedback. 
https://arxiv.org/abs/2212.08073

…

https://arxiv.org/abs/2212.08073


Some concerns about LLMs
• Overconfidence / hallucination / BS

• It does not know what it does not know…
• … or at least doesn’t indicate this

• Stealing / leaking / lack of attribution

• Cybersecurity / bot armies / flood of communication / other malicious uses

• Loss of signal in text being written (cf. deepfakes)
• College essays
• Job applications
• …

• Environmental cost / cheap outsourcing of human labor / …

• Inheriting human biases / uneven training data across languages and cultures

• Harmful speech / manipulating and deceiving humans

• Humans overinterpreting responses / getting directed into real-world action

• A new general / difficult-to-direct intelligence

• …



autonomous weapons

technological unemployment
responsibility and liability

unfair biases

societal surveillance media manipulation, 
polarization

AI & cybersecurity, privacy

Worries about AI – near term

… … …

https://www.bloomberg.com/news/articles/2020-08-18/chinese-ai-giant-blacklisted-by-trump-mints-money-from-virus
https://www.psychologytoday.com/us/blog/psyched/201801/law-enforcement-ai-is-no-more-or-less-biased-people
https://cacm.acm.org/magazines/2017/5/216318-toward-a-ban-on-lethal-autonomous-weapons/fulltext
https://medium.com/@lkcyber/life-after-technological-unemployment-not-necessarily-gloom-doom-3752d6bc6caa
https://www.scientificamerican.com/article/detecting-deepfakes1/
https://www.denverpost.com/2017/03/28/uber-self-driving-car-crash-in-arizona-comes-amid-debate-about-regulations/
https://www.forbes.com/sites/louiscolumbus/2019/11/24/10-predictions-how-ai-will-improve-cybersecurity-in-2020/




face recognition

AI for radiology

surveillance?



(June 8, 2020)

Joy 
Buolamwini

Timnit 
Gebru

Deborah 
Raji

https://www.theverge.com/2020/6/8/21284683/ibm-no-longer-general-purpose-facial-recognition-analysis-software


In 2019 it was revealed that the Dutch tax 
authorities had used a self-learning algorithm 
to create risk profiles in an effort to spot child 

care benefits fraud. 

Authorities penalized families over a mere 
suspicion of fraud based on the system’s risk 

indicators. Tens of thousands of families — 
often with lower incomes or belonging to ethnic 
minorities — were pushed into poverty because 

of exorbitant debts to the tax agency. Some 
victims committed suicide. More than a 

thousand children were taken into foster care.

[…]

“There was a total lack of checks and balances 
within every organization of making sure 

people realize what was going on,” said Pieter 
Omtzigt, […] “What is really worrying me is 

that I’m not sure that we’ve taken even vaguely 
enough preventive measures to strengthen our 
institutions to handle the next derailment,” he 

continued.
 

https://www.politico.eu/article/dutch-scandal-serves-as-a-warning-for-europe-over-risks-of-using-algorithms/


Use of AI for In Vitro Fertilization 
Afnan, Rudin, C., Savulescu, Mishra, Liu, Masoud Afnan. Ethical Implementation of Artificial Intelligence to Select Embryos in In Vitro Fertilization. AIES’21; 
Afnan, Liu, C., Rudin, Mishra, Savulescu, Afnan. Interpretable, not black-box, artificial intelligence should be used for embryo selection. Human Reproduction Open 
2021; 
Afnan, Afnan, Liu, Savulescu, Mishra, C., Rudin. Data solidarity for machine learning for embryo selection: a call for the creation of an open access repository of embryo 
data. Reproductive BioMedicine Online 2022.

• ML for selecting 
embryos

• Often done with 
black-box models

• No controlled trials

• Unavailable and 
problematic data 
sets

https://users.cs.duke.edu/~conitzer/ethicalAIES21.pdf
https://academic.oup.com/hropen/article/2021/4/hoab040/6415831
https://www.sciencedirect.com/science/article/abs/pii/S1472648322001511
https://www.sciencedirect.com/science/article/abs/pii/S1472648322001511


https://www.schwarzmancentre.ox.ac.uk/ethicsinai
https://ai100.stanford.edu/
https://www.aies-conference.com/2022/
https://www.cmu.edu/block-center/responsible-ai/res-ai-people.html






Moral AI…How do we get there?

We highlight some of the most notable news and propose ways to reduce 
AI’s harms while reaping its benefits.



Chapter 1: 
What is AI?

• AI researchers and practitioners use “know it when you see it”

• Systems that make predictions, recommendations, decisions

• Not “straightforward” computation like formula in spreadsheet

• Narrow, broad, general, strong, human-level, AGI, superintelligence

• GOFAI: search, game playing, logic, planning, …

• Machine learning: supervised, unsupervised, reinforcement

• Neural networks, deep learning



Weaknesses of (today’s?) AI
• Lack common sense

• One-trick ponies

• Can’t think outside the box

• Hierarchical planning is hard

• Lack emotional / social insight

• Need many examples to learn

• Acting in the physical world is hard

• Not robust to context changes

• Difficult to interpret

• … but getting harder to know what AI can’t do / still learning about current systems’ weaknesses



Chapter 2: 
Can AI be safe?

• Unusual competency profiles of AI systems require different safety measures 
than human beings

• Wide range of concerns varying from today’s systems, to likely-on-our-
doorstep systems, to superintelligence



Superintelligence
• Systems that can outthink us across the board

• Paperclip factory; King Midas problem

• Lots of proposed solutions seem problematic
• Don’t give it physical actuators!

• Tell it to minimize human suffering!

• Tell it to try to learn what humans really want!

• Even if we had a solution, would all developers stick to it?

• Necessarily mostly abstract / philosophical discussions, as we don’t have 
superintelligence to test on – though…



Safety concerns today
• AI mistakes (including ones strange to us); adversarial examples

• Humans may trust AI too much

• Monitoring / handholding AI may exhaust humans

• Humans interact badly with AI (cf. anti-lock brakes)

• Human deskilling

• AI may work well only for some groups of people

• Empowering evil at various scales

• Unintended societal effects; changing dynamics (e.g., military)

• AI-AI interactions

• AI facilitates psychological distance



Regimes along different dimensions

autonomous / 
no human 

user

used as 
intended

used not as 
intended but 
in good faith

intentionally 
unsafe use

intended / 
trained for

different / 
unusual (e.g., 

drift)

complex / 
highly 

dynamic / 
interactive

narrow

broad

low

medium

high

ENVIRONMENT / DOMAIN

SCOPE / ACCESS

HUMAN USE

AI CAPABILITY

used 
strategically



Chapter 3: 
Can AI Respect Privacy?

AI helps uncover private information:

• Directly (ex: sexual preference predictions)
• Indirectly (ex: through location tracking)
• By those who intentionally want your private 

information
• Through AI-specific vulnerabilities (ex: model 

inversion attacks, inability to forget)



https://ai.googleblog.com/2023/06/announcing-first-machine-unlearning.html


The promise of AI is also a major motivator of the data 
economy, which makes many people feel hopeless and 

apathetic about privacy 



• Distributive Justice and Algorithmic Fairness

• Northpointe’s COMPAS as predictor of bail violations

• ProPublica’s expose of racial bias in COMPAS 

• How both can be right

• Can better AI help?

• Procedural Justice and Interpretability

• Technical tools to make AI fairer

Chapter 4: 
Can AI be Fair?



• In 2018, Elaine Hertzberg was hit and killed by a self-driving Uber with 
Rafaela Vasquez in the driver’s seat.

• Was the human driver responsible?

• Were the AI contributors responsible?

• Was Uber responsible?

• Was the government responsible?

• Was the AI itself responsible?

• A Responsibility Gap: Was nobody responsible?

Chapter 5: 
Can AI be Responsible?



• Neither top-down nor bottom-up but a hybrid method:

• Survey lay people about which features are morally relevant.

• Refine and supplement these features.

• Confirm these features.

• Construct scenarios where features conflict.

• Ask lay people which act is wrong in conflicts.

• Correct for errors (bias, ignorance, inconsistency).

• Extract models for individuals.

• Aggregate individuals into groups.

Chapter 6: 
Can AI Incorporate Morality?



Chapter 7: 
What Can We Do?

Ethical-AI Toolkits (Murat Durmus)
https://medium.com/nerd-for-tech/an-brief-overview-of-some-ethical-ai-toolkits-712afe9f3b3a

"Artificial intelligence: From ethics to policy." Panel for the Future of Science and 
Technology (2020)



CONCLUSION: 
It’s up to us

• How AI resembles previous technological revolutions

• The spinning jenny

• Chloroflourocarbons

• How AI differs from previous technological revolutions

• The need for vigilance and humility



I LOOK FORWARD TO YOUR 
QUESTIONS AND COMMENTS!
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