


SCIENTIFIC COMPUTING IS EVOLVING

Thought Leaders Mapping Out the Opportunity and Constraints Given Current Market Reality
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EXPERIMENTS

A DEEPER LOOK AT THE NEW HPC

ADAPTING TO THE CONSTRAINTS, MARKET REALITIES AND EXPANDING OPPORTUNITY

SIMULATION

SUPERCOMPUTING

HPC SDK

GPU
CPU

Viz

ACM HPC Forecast
Reed and Dongarra

EDGE HPC + Al SIMULATION DIGITAL TWIN QUANTUM
COMPUTING
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Semiconductor Constraints limit the
potential increase in scale for legacy
algorithms

New Algorithms offer potential for
dramatic increase in model scale and
reduction in latency

Cloud Economics have changed the supply
chain ecosystem

SUPERCOMPUTING
Charting a New Path Post |
; EDGE CLOUD
Exascale Computing NNSA : — ——— | Cf\\
OVERARCHING FINDING: The - o
combination of increasing demands for ' HPC SDK  RAPIDS
computing with the technology and omniverse gy Modulus

Holoscan CPU CuQuantum

market challenges in HPC requires an
intentional and thorough reevaluation
of .... algorithms, software
development, system design,
computing platform acquisition, and
workforce development. <InViDIA
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ACM%20HPC%20Forecast%20Reed%20and%20Dongarra
https://nap.nationalacademies.org/catalog/26916/charting-a-path-in-a-shifting-technical-and-geopolitical-landscape

TRANSITION TO POST EXASCALE ERA

EXPERIMENTS  SIMULATION Viz

EDGE HPC + Al SIMULATION DIGITAL TWIN QUANTUM
COMPUTING
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FEATURE TERA THROUGH EXASCALE POST EXASCALE
USAGE BATCH & MOSTLY LOCAL TO A SITE INTERACTIVE & DISTRIBUTED WITH MULTIPLE SITES
WORKLOAD SINGLE SIMULATION/ENSEMBLE WORKFLOW COMPRISED OF SIMULATION ENSEMBLES, Al TRAINING AND INFERENCE, LIVE DATA

ANALYTICS

EXPERIMENTS

OFFLINE DATA ANALYSIS FOR EXPERIMENTS

MIX OF REAL-TIME ANALYSIS, STEERING AND OFFLINE

DIGITAL TWINS

IN-SITU VISUALIZATION OFFLNE

INTERACTIVE_COMBINATION OF SIMULATION AND OBSERVATIONAL DATA

QUANTUM COMPUTING

SIMULATION

SIMULATION PREPARING FOR A HYBRID MODEL

PROGRAMMING

FORTRAN, C++, MPIl, OPENMP

STANDARD PARALLELISM SUPPORT IN FORTRAN, C++, MPI, OPENMP, OPENACC,

MODELS PYTHON, JULIA, PYTORCH, TENSORFLOW
SYSTEM
MONOLITHIC MODULAR
CONFIGURATION
CLOUD GRID BURST CAPABILITIES, FASTER REFRESH CYCLE, ACCESS TO LATEST TECHNOLOGY AT SCALE




DIGITAL TWIN FOR SCIENCE?

Digital Twin Definition from Wikipedia

Digital model of an intended or actual real-world physical product, system, or process (a physical twin) that serves as
the effectively indistinguishable digital counterpart of it for practical purposes.

The concept and model of the digital twin was first publicly introduced in 2002 by Michael Grieves, at a Society of
Manufacturing Engineers conference as the conceptual model underlying Product Life Cycle Management

National Academy of Science Report: Foundational Research Gaps and Future Directions:

A digital twin is a set of virtual information constructs that mimics the structure, context, and behavior of a natural,

engineered, or social system (or system-of-systems), is dynamically updated with data from its physical twin, has a
predictive capability, and informs decisions that realize value.

The bidirectional interaction between the virtual and the physical is central to the digital twin.

A Digital Twin for Science

A digital model with sufficient scale and accuracy to be indistinguishable from the real-world physical object, system
or process that is dynamically updated with data from it’s physical twin, where the model has sufficient fidelity to

meet the requisite accuracy with time to solution to inform decisions that improve the operation of the asset or
process being modeled

NVIDIA.


https://nap.nationalacademies.org/catalog/26894/foundational-research-gaps-and-future-directions-for-digital-twins

Error

ML ENABLES REQUISITE ACCURACY/TIME TO SOLUTION

Allows the Model to be Indistinguishable and Interactive

Classical

) O(n)

Machine
learning!

|_og computational cost

Exact solution

___________________________________________________________________________________________ ~ exp(n)
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Error

ML POTENTIAL TO BRIDGE MODELS WITH CONTROL
’Instrument

Classical
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Machine
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EXAMPLES OF DIGITAL TWINS FOR SCIENCE

Collaborate with the Global Research Community to Pursue Science Discovery that Benefits Mankind

Large Hardon Collider

Towards Real time Fusion Reactor Design
Generative Al to Predict Disruption

Genome Scale LLMs for Covid

Gr amaﬁona\ Waves Cosmic Rays

Sensors positioned

|
Earthquake ~ about6-12 miles apart

Sensors alert center

Epicenter ‘ '

\S-wave NP-wave

Real Time Multi-Messen e Asro h ics Destination Earth
: Y Earthquake Model with Machine Learning

<X NVIDIA.


https://events.ecmwf.int/event/241/contributions/3461/attachments/2093/3717/WGNE-WS_Sandu.pdf
https://www.nvidia.com/en-us/on-demand/session/gtcspring22-s41699/
https://www.nature.com/articles/s42254-019-0097-4
https://www.biorxiv.org/content/10.1101/2022.10.10.511571v1
https://dl.acm.org/doi/10.1109/SC.2018.00052
https://arxiv.org/abs/2204.01289

FUSION DIGITAL TWIN WITH CONVENTIONAL SIMULATION

NVIDIA.


https://www.youtube.com/watch?v=tJgR1TSBD0k

Real-Time
Control

FUSION DIGITAL TWIN WORKFLOW WITH SGTC SURROGATE

File-Based Prototype

ML
Training

Equilibrium

Gyrokinetic
Tokamak
Simulation

Equilibrium
Visualization

Visualization

A100 Server
Co-Located

Surrogate
Gyrokinetic
Tokamak
Simulation

Gyrokinetic
Visualization

Paraview

Connector

NVIDIA.



SUPERFACILITY WITH NERSC AND GA DIlI-D FUSION REACTOR

Couple EFIT Simulation with Experiment operation

» Dedicated low-latency queue on NERSC Current Conventional Model with the Twin

e Jest bed for data processing in support
of ITER operation

'z [N
QVFIT

Mapping iteration results Final iteration resul ts

Dil-D NeER
NATIONAL FUSION FACILITY [ “
[ Sterlina Smith & Raffi Nazikian/DOE CAKE Sunerfacilitv Review /5 April 2023 - 12
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GA lon Orbiter DIII-D Vacuum Vessel Impacts
Postprocessing/Reprojection pipeline -> ParaView

File Edit View Sources Filters Extractors Tools Catalyst Macros Help
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GA lon Orbiter DIII-D Vacuum Vessel Impacts
Postprocessing pipeline -> ParaView -> Omniverse

File Edit Create Window Layout Tools Help ¥ LIVE ¥ CACHE:

Stage
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Stage Lights

FPS: 108.37, Frame time: 9.23 ms

NVIDIA RTX A6000: 4.0 GiB used, 37.9 GiB available
NVIDIA RTX A6000: 3.6 GiB used, 40.8 GiB available
Host Memory: 39.8 GiB used, 211.3 GiB available
PathTracing: 512/512 spp: 6.31 sec
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GA lon Orbiter DIII-D Vacuum Vessel Impacts







¢ Dedicated low-latency queue on NERSC
e Test bed for data processing in support 1
P erkznu tt
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CONVERGED WORKFLOW FOR GYROKINETIC FUSION
Current StellFoundary Project Funded by DOE SCIDAC 2924 in 2023

Inputs

"y

Evaluate (point design and use/calculate derivatives as appropriate) for: ) Coil Shapes Eree bound
Equilibrium linear and nonlinear & currents e Neutronics
MHD stability low-n and high-n ) ﬁ MHD equilibrium
Microstability drift waves and kinetic ballooning modes [ Init. plasma
Core confinement. neoclassical and turbulence _ profiles
Edge. transport neu’!:ralhﬂ and 1"3‘1:1.13I:mn} power deposition footprint ; R fusces
Fastion transport orbits, instabilities, and turbulence Turbulence
Neutron transport first wall, blanket, shielding and magnets _/

<

Designing? Revise conce pt]

Neoclassical | fluxes

I bs(r)

pellets. etc.

[ Fueling:

<

[_ Evaluating? Report Performance ]

transport

Inputs Fast-1on fluxes

transport Dhve
1
Heatsload A,
Dhvertor, wall fluxes
Edge radiated power
n heating

Bdry |Dive
MNevtronics it Flux
Shutdown dose

Edge T |t
Final analysis Final results

il'il::

transport

Exascale Framework for high
Fidelity Simulation

User-defined Analysis

Inner loop

Outer loop

Data

BIR(

EFFIS Visualization, |¢
Analysis, etc.

> preoqyse( «—

Figure 3: Example workflow for computing self-consistent plasma state. Green rectangles on the diagonal
indicate the physics calculations, while the off-diagonal parallelograms show the data passed between codes.

< NVIDIA.



ALGORITHMS EVOLVING AT UNPRECEDENTED PACE
FourCastNet High Resolution for Data-Driven Weather Models
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Comparison of resolutions for

data-driven weather models

since 2018 (Dueben & Bauer)

SOTA evolving rapidly
Recent Pre-print Kang Chen et al
(2023) extend forecast to 10

days with 0.25° resolution using
“cross modal Transformer”

FourCastNet, Pathak et al. (2022), 0.25°, ~1,000,000 Pixels, ViT+AFNO

"~ GNN, Keisler et al. (2022), 1°, 64,000 Pixels, Graph Neural Networks

.l le ﬂ DLWP, Weyn et al. (2020). 2°, 16K pixels, Deep CNN on Cubesphere/(2021) ResNet

=4  Weyn et al. (2019), 2.5° N.H only, 72x36, 2.6k pixels, ConvLSTM

a4 WeatherBench, Rasp et al. (2020). 5.625°, 64x32, 2K pixels, CNN

2 Deuben & Bauer (2018), 6° , 60x30, 1.8K pixels, MLP



DIGITAL TWIN WITH EARTH2
https://www.youtube.com/watch?v=8cQoYcbUG_M

<A NVIDIA.


https://www.youtube.com/watch?v=8cQoYcbUG_M

Our Vision: Smart “Factory” for Probing & Designing
Complex Biological Systems

* Accelerate the
discovery process

* Elevate human creativity
to higher level goals

* Democratize biological systems
design approaches

e Unbiased data collection
and evaluation




Link Al driven workflow with self-driving laboratory

Publifed (€) chatcrr EEEHESH [N #-BV-BRC NCBI

>et of " Query PubMed for  Align proteins, predict = Evaluate structures
peptides as ChatGPT feedstock structure, rank results andfllter results .

E . N .
" Q e 1 | 3
' 3 Y ) R
| ‘ | - ‘ A
: e . l ‘ NN .
1 —— .} : -
! ) F -
| ' 5 / «
! -~
GAEK| 2 snctures 1 - 0
. e % 1 -
> K Messumements ! ) | | '
"' A= 1 I
ay, = s § : ! : ‘ ‘ | I
e T | s E y = \
< % — ! g % |
| o \
X ) - ] : < : 2
YHYew” o = e~ ‘ D
o~ \J 1 z
2 ¥ = 1 2 i
A 1 / b
"l‘ 1 = y
R | - , -
e L R N R | :

input —

resources

Candidates for
experimental
evaluation

UniProt
Agent Agent

3 . ‘.‘. -~ . ‘

5 - ‘\) N g }

| . . \ - 4 ' . :
T . g ) \ = ~

- 4 : : : > , l »’\ # Y N n Y - ks -~

/ " a z ) & 3' } ~ r N - - v e ——s

. T P . J ! ~y ) >
it p \ | . \ i~ .
/ X5 3 - by 4 | N \
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Courtesy: lan Foster, ANL/ UChicago experiments




Embodied Agent for Automated Lab Code
Generation

HHHHHHRAHHH BB R###H#SE Pexforming Task 1... #####HHHHHHHRARHHHHHHH
Reasoning: Based on the information provided, it seems like the next logical step
would be to prepare the master mix for the PCR reaction. This involves combining

various reagents in specific volumes to create the master mix solution. C dod C d
Task: Prepare the master mix for the PCR reaction. an I ate O e

Memory of Tasks

Useful Programs:

def PCR_Master Mix(labware_info, protocolContext): 2. Query Vector Store
%/
Vector

TaSI( PI‘OmPt Input: labware_info -—> json-str Store Embed

Pass in a variable labware_info that contains labware information and

quantities used Ret rl eve 5.5 -0.3... XXXXXXXXXXXXX

21,01 XXXXXXXXXXXXX
Output: function call that creates master mix DNA and assigns to appropriate locations 05,02..01,09
*/ :
21,01..-1.7, 0.9
Human: .
labware_info = {"number_of_samples":96, s kl I IS XXXXXXXXXXXXX
"right_pipette":"flex_8channel_1000", XXX XXXXXXXXXX

"left_pipette'":"flex_8channel_1000","mastermix_volume":18,"DNA_volume":2}

Goal
Task Decomp. Tracking Code Execution Add Code

Action Error

Refine Code Sill

Main Task

VRN

Task 1 Task 2

N /N

Task 3 Task 4 Task 5 Task 6

Verify Code




Feedback to define additional experiments
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NVIDIA PLATFORM EVOLVING TO MEET THE CHALLENGE

SIMULATION

GEANTA4

LAMMPS
MICROSCOPES HPC SDK
Megatron HPC*Al
NeMo
LIGHT SOURCES
JAX
EXPERIMENTS - GPU
/SENSORS OIS CPU
TELESCOPES DPU MOSR

NVLINK
RAPIDS

PARTICLE
ACCELERATORS

Omniverse
CuQuantum

QUANTUM

SIMULATION
QUANTUM
VIRTUAL DESIGN DIGITALUS . COMPUTING

AND CONTROL

< NVIDIA.



OMNIVERSE: PLATFORM FOR BUILDING DIGITAL TWINS

Physical System Digital Twin
Virtual Sensor S
. (Al)

Surrogate

Physics-based

Models
e
(Al)
SR Surmﬁate
Physics-based
Models
____ Human in _

the Loop



ADVANCED TOOLS AND TECHNOLOGIES

Foundational Platform Components

SIMULATION

Application API
User experience

Virtual Actor
Source of truth Virtual Sensor

Coupling

<X NVIDIA.



DATA AGGREGATION AND COORDINATION VIA USD

g |Y4I|\?|IVAE RSE UNIVERSAL SCENE DESCRIPTION

The “HTML” of 3D Virtual Worlds

Developed by Pixar
Foundation for NVIDIA Omniverse

Open-sourced API and file framework for complex scene
graphs

Easily extensible, simplifies interchange of assets between
industry software

Introduces novel concept of layering

Enables simultaneous collaboration for large teams in
different department working on the same scene

Originated in M&E, now becoming a standard across industries
including AEC, Manufacturing, Product Design, Robotics

@2 NVIDIA.
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EXAMPLE OF DIGITAL TWIN FOR ASTROPHYSICS

IIIIIII


https://www.youtube.com/watch?v=E0Rz0ZbwhJY

SUPERFACILITY WITH GA AND NERSC/ANL: VISION FOR FUTURE

Umbrella stiuchue

Center stack
(TF mnerlegs & OH coil)

Outer legs of TF coil
Vacuum Vessel

Inner PF coils

Passive stabilizer plates

Outer PF coils

Ceramic Insulator
Vacuum Vessel Suppoit Legs
Center Stack Pedestal

NSTX-U

GA lon Orbiter DIII-D Vacuum Vessel Impacts
Postprocessing/Reprojection pipeline -> ParaView

DIlII-D National Fusion Facillity
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Using foundation models to predict SARS-CoV-2

evolution

g Foundation model(s) h

trained on | 10 million
PATRIC sequences

o

PREDICTION WORKFLOW

/Diffusion model to get hierarchy\

of gene organization
(generation)

o

PRE-TRAINING

on new variants sequenced across specific

/

Generated SARS-
CoV-2 genomes

-

-

/

DETECTION WORKFLOW

4

: 2 G

Immune Escape .8 E

. g2

<
Variant of Concern <

score

| -

e ™ °* Periodically retrain
Finetune model on e window
SARS-CoV-2 ORFs Performance:

) \_ Y. CS-2, Selene, Polaris
Trained s . A
EM Semantic similarity
) () score
\/ .
(embeddings)
\ Y
. )
Sequence log
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o Y

Fithess Evaluation
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(MD simulations)
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OPENFOLD
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cience goal: Understand how to “trap” the SARS-CoV-
replication-transcription complex (RTC) using Low Res
ryoeM

Cryo-EM maps

Initial best @@ Atomistic (refined)
guess Cryo-EM models

All-atom Enzemble MD Simulations

(NAMD)

Protein Data
Bank

states

Novel conformational @@
v

Localized
fluctuations

Global
conformation
al fluctuations

Enzemble Continuum

Simulationz (FFEA)

—
®

. Atomistically
correct sub-
domain
orientations

® |[nterface

potentials

Hierarchical Al Methods for
computational steering

E
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GenSLMs finetuned on SARS-CoV-2 genomes
can distinguish variants

First EYear
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