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Computing Industry Faces an Unprecedented Growth

Open Catalyst AlphaFold FarmBeats

Artificial Intelligence
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>1, 000,000x+ Transistors

750x Faster

15,000+ GPUs

20x Faster

Domain-Specific 
Acceleration

Decades of Innovations in Computer Systems

Vertical Scaling Horizontal Scaling Specialization
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Computing’s Energy Footprint

700 million tons of CO2e

Half of the aviation industry’s emissions

Carole-Jean Wu



Computing’s Energy Footprint
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for Meta
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2022



Corporate Climate Pledges

Google

Microsoft

Amazon

https://sustainability.aboutamazon.com/environment/the-cloud

Meta



Outline

• Introduction 

• Landscape of AI 

• Future of AI: A Sustainable Development Cycle

Carole-Jean Wu
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Exponential Growth Trend of AI
Data, Model Sizes, System Infrastructures

Experimentation Training InferenceData

Production Data Size 
2+ times / 2019-21

Recommendation Model Size 
20+ times / 2019-21

Training and Inference Infrastructure
2+ times / 2019-21

Terabyte



AI’s Carbon Footprint
Operational Carbon

Operational tCO2e = 
training/inference time * 

# of processors * 
power consumption per processor * 

PUE * 
kg CO2e per KWh

Carole-Jean Wu



AI’s Carbon Footprint
Operational Carbon
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Meena Chat Bot

GPT-3 NLP

Universal Language Model Training

≈5 Home’s Annual 

Recommendation Model Training

≈45 Home’s Annual

Sustainable AI: Environmental Implications, Challenges and Opportunities. Wu et al. MLSys-2022.
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Improved efficiency increases use
(18% power footprint increase)

Efficiency Optimization
But Jevon’s Paradox

AI Growth >> Efficiency Optimization



Lifecycle Carbon Emissions

Operational CO2 Embodied CO2 

Emissions of system use 
(Software and Hardware)

Emissions from fabs 
building chips

Carole-Jean Wu



Chasing Carbon: The Elusive Environmental Footprint of Computing. Udit Gupta, Young Geun Kim, Sylvia Lee, Jordan Tse, Hsien-Hsin 
Lee, Gu-Yeon Wei, David Brooks, Carole-Jean Wu. HPCA-2021. IEEE Micro Top Picks.

An Under-Explored Aspect of Computing’s Carbon Footprint
Embodied Carbon

Integrated circuits account for 
33% of emissions

(SoCs, DRAMs, NAND Flash)

Product use account for 19% 
of emissions

Manufacturing and operational carbon footprint (location-based) is roughly equal 
for cloud infrastructure.



AI’s Carbon Footprint
Embodied Carbon

Embodied tCO2e =
𝑇𝑖𝑚𝑒𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛
𝐿𝑖𝑓𝑒𝑡𝑖𝑚𝑒ℎ𝑎𝑟𝑑𝑤𝑎𝑟𝑒
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	 𝐶𝑂2𝑒𝑚𝑏𝑜𝑑𝑖𝑒𝑑 (𝑖)
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AI’s (Operational & Embodied) Carbon Footprint
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Universal Language 
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Sustainable AI: Environmental Implications, Challenges and Opportunities. Wu et al. MLSys-2022.



Open Research Fosters Innovations

Datasets

Representative 
Benchmarks

82%

16%

2%

Computer Vision
RNN Translation
Recommendation

CV: ImageNet

NLP: LibriSpeech

Recommendation?



MLPerf includes DLRM + Criteo Ads Dataset

A machine learning performance 
benchmark suite with broad industry 

and academic support



MLPerf Includes DLRM + Criteo Ads Dataset
Recommendation Benchmark Advisory Board

Recommendation Model
• Cover a diverse set of use cases with the goal to optimize 

for both click-through-rate and conversion-rate, as well as 
to improve long-term values

Recommendation Datasets
• Capture the degree of sparsity found in industry-scale 

problems
• Cover user- and item-features as well as user-item 

interactions



  A ML System Performance Benchmark Suite on Speed

2.8X performance gains in 5 months for LLM benchmark!
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AI Safety 

Data
• Datasets

• Best Practices

• Medical

• Croissant

Research
• Algorithms

• Data-centric ML

• Chakra

• Science



Outline

• Introduction 

• Landscape of AI and Its Carbon Footprint

• Future of AI: A Sustainable Development Cycle

2000s 2020s

Dennard ScalingMoore’s Law Scaling Efficiency @ Scale

Computer Architecture Domain-Specific Architecture

2040+?

Carole-Jean Wu



Scaling Limit of AI?
AI’s exponential Growth

Efficiency Optimization
Data, model, system hardware

Infrastructure at-scale

Carbon Efficiency Optimization
Embodied vs. Operational CO2

Holistic Lifecycle 
Approaches

Manufacturing

Use

Generative AI



Scaling Computing Sustainably: Paths Forward

Sustainable 
Development

AI Design & Optimization 
Space with CO2

Metrics & 
Accounting

Circular Economy

MLPerf & OCP Standard Cross-Stack System Design
Programming Language
Runtime Management
System Architecture
IC Hardware Design

Semiconductor Manufacturing

ACT
https://github.com/facebookresearch/ACT

Carbon Explorer
https://github.com/facebookresearch/CarbonExplorer

Computing & Sustainability



Scaling AI and Computing Sustainably

Environmentally 
Sustainable Systems

Carbon-Efficient AI 
Data/Models/Algorithms Optimization at Scale AI Anytime 

Anywhere

Carole-Jean Wu

ACT 
[Gupta et al.; ISCA 2022]

Carbon-Efficient XR Systems 
[Elgamal et al.; arXiv 2023]

TT-Rec
[Ying et al.; MLSys 2021]

Carbon-Efficient AI Models
[Gupta et al.; ICLR Climate Change AI 2023]

Carbon Explorer
[Acun et al.; ASPLOS 2023]

AutoScale / AutoFL
[Kim et al.; MICRO 2020]

GreenScale
[Kim et al.; arXiv 2023]



Read more about 
Scaling AI Computing Sustainably
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Think Globally, Design Deliberately: Taking an Inclusive Approach to 
Innovation. 
Bobbie Manne, Carole-Jean Wu, Partha Ranganathan, Sarah Bird, Shane Greenstein. ACM SIGARCH 
Blog 2021.

Chasing Carbon: The Elusive Environmental Footprint of Computing. 
Udit Gupta, Young Geun Kim, Sylvia Lee, Jordan Tse, Hsien-Hsin Lee, Gu-Yeon Wei, David Brooks, 
Carole-Jean Wu. HPCA-2021.

Carbon Dependences in Datacenter Design and Management.
Bilge Acun, Benjamin Lee, Fiodar Kazhamiaka, Aditya Sundarrajan, Kiwan Maeng, Manoj 
Chakkaravarthy, David Brooks, Carole-Jean Wu. HotCarbon-2022.

ACT: Designing Sustainable Computer Systems with an Architectural 
Carbon Modeling Tool. 
Udit Gupta, Mariam Elgamal, Gage Hills, Gu-Yeon Wei, Hsien-Hsin Lee, David Brooks, Carole-Jean 
Wu. ISCA-2022.

Carbon Explorer: A Holistic Approach for Designing Carbon Aware 
Datacenters.
Bilge Acun, Benjamin Lee, Kiwan Maeng, Manoj Chakkaravarthy, Udit Gupta, David Brooks, Carole-
Jean Wu. ASPLOS-2023.

Computing & Sustainability

https://www.google.com/url?q=https%3A%2F%2Fwww.sigarch.org%2Fthink-globally-design-deliberately-taking-an-inclusive-approach-to-innovation%2F&sa=D&sntz=1&usg=AFQjCNELv8eOEflpxIMio0pQ1ozlm3r7Eg
https://www.google.com/url?q=https%3A%2F%2Fwww.sigarch.org%2Fthink-globally-design-deliberately-taking-an-inclusive-approach-to-innovation%2F&sa=D&sntz=1&usg=AFQjCNELv8eOEflpxIMio0pQ1ozlm3r7Eg
https://www.computer.org/csdl/proceedings-article/hpca/2021/223500a854/1t0HVFxaAFy
https://hotcarbon.org/
https://arxiv.org/abs/2201.10036
https://arxiv.org/abs/2201.10036
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