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In atmospheric physics, particle-resolved direct numerical simulation (PR-DNS) models constitute an impor-
tant tool to study aerosol-cloud-turbulence interactions which are central to the prediction of weather and
climate . They resolve the smallest turbulent eddies as well as track the development and motion of individual
particles [1,2]. PR-DNS is expected to complement experimental and observational facilities to further our
understanding of the cloud dynamics. With a sufficient computational speed and scale, it can also be part of
the digital twin to the experimental facilities such as the cloud chambers [2,3]. The original version of PR-
DNS does not scale well on multi-core CPUs, thereby limiting the scale it can simulate. There is therefore a
great need to accelerate the PR-DNS solver with tools from traditional high performance computing (HPC) as
well as replacing computationally expensive modules with machine learning models. In this study, we exploit
the potential of Fourier Neural Operators (FNO) [4] learning to yield fast and accurate surrogate models for
the velocity and vorticity fields. We have investigated two classes of FNO –2D FNO which has two spatial
dimensions with a recurrent structure in time and 3D FNO with two spatial and one temporal dimensions.
We discuss results from numerical experiments designed to assess the performance of these architectures as
well as their suitability for capturing the behavior of relevant dynamical systems.
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Significance
This presentation discusses the speedup gained by using a machine learning (ML) model as a surrogate for a
traditional partial differential equation solver. The corresponding errors from two different ML architectures
in the context of atmospheric physics, climate science, and turbulence will also be discussed.
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