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Utility

Nature, 618, 500-505 (2023)
arXiv:2306.14887,
arXiv:2306.15970,
arXiv:2306.16372,
arXiv:2306.17839



IBM Quantum

Code
assistant

2016–2019
Run quantum circuits 
on the IBM Quantum Platform

Researchers

Quantum 
Physicists

Platform

Functions General purpose 
QC libraries

2020
Release multi-
dimensional 
roadmap publicly 
with initial aim 
focused on scaling

2021
Enhancing quantum 
execution  speed by 
100x with Qiskit 
Runtime

2022
Bring dynamic 
circuits to unlock 
more computations

2023
Enhancing quantum 
execution speed by 
5x with quantum 
serverless and 
Execution modes

2024
Improving quantum 
circuit quality and 
speed to allow 5K 
gates with 
parametric circuits

2025
Enhancing quantum 
execution speed and 
parallelization with 
partitioning and 
quantum modularity

2026
Improving quantum 
circuit quality to 
allow 7.5K gates

2027
Improving quantum 
circuit quality to 
allow 10K gates

2028
Improving quantum 
circuit quality to 
allow 15K gates

2029
Improving quantum 
circuit quality to 
allow 100M gates

2033+
Beyond 2033, quantum-
centric supercomputers 
will include 1000’s of 
logical qubits unlocking 
the full power of 
quantum computing

Middleware

Quantum 
Serverless

Transpiler
Service

Resource
Management

Circuit 
Knitting x P

Intelligent 
Orchestration

Circuit libraries

Qiskit Runtime

QASM3 Dynamic 
circuits

Execution 
Modes

Heron 
(5K)

Error Mitigation

5k gates
133 qubits

Classical modular

Up to 133x3 = 
399 qubits

Flamingo 
(5K)

Error Mitigation

5k gates
156 qubits

Quantum modular

Up to 156x7 = 
1092 qubits

Flamingo 
(7.5K)

Error Mitigation

7.5k gates
156 qubits

Quantum modular

Up to 156x7 = 
1092 qubits

Flamingo 
(10K)

Error Mitigation

10k gates
156 qubits

Quantum modular

Up to 156x7 = 
1092 qubits

Flamingo 
(15K)

Error Mitigation

15k gates
156 qubits

Quantum modular

Up to 156x7 = 
1092 qubits

Starling 
(100M)

Error Correction

100M gates
200 qubits

Error corrected 
modularity

Blue Jay 
(1B)

Error Correction

1B gates
2000 qubits

Error corrected 
modularity

Executed by IBM

On target

Data 
Scientists

Mapping 
Collections

Specific Libraries

IBM Quantum Experience

Early

Canary
5 qubits

Albatross
16 qubits

Penguin
20 qubits

Prototype
53 qubits

Falcon

Benchmarking

27 qubits

Eagle

Benchmarking

127 qubits

Code 
assistant

Development roadmap
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Quantum-centric
Supercomputing (QCSC)
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CPU

GPU

QPU

Delivering impactful quantum computing requires 
the interplay of quantum and classical resources 
at scale: HPC-assisted quantum computation to 
extract/boost useful signals in utility-scale 
experiments.

Runtime 
cluster

Compute 
Runtime

Fridge
and
QPU
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arXiv:2307.03236

arXiv:2312.09733

See also:
arXiv:2312.09733
arXiv:2312.05344



Quantum-centric
Supercomputing (QCSC)

IBM Quantum 7

The coming together of a wide range of expertise across disciplines to solve domain-specific problems.

arXiv:2307.03236

arXiv:2312.09733

See also:
arXiv:2312.09733
arXiv:2312.05344
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The no-nonsense path to quantum advantage

1. Run quantum circuits faster on quantum hardware

2. Map interesting problems to quantum circuits

We need applications that can only be solved with quantum 
circuits that are known to be difficult to simulate. This must be 
done collaboratively, with our clients and users.

Chart a path to develop quantum technology (hardware + 
software) that runs noise-free estimators of quantum circuits 
faster than can be done using classical hardware alone
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The no-nonsense path to quantum advantage

1. Run quantum circuits faster on quantum hardware

2. Map interesting problems to quantum circuits

We need applications that can only be solved with quantum 
circuits that are known to be difficult to simulate. This must be 
done collaboratively, with our clients and users.

Chart a path to develop quantum technology (hardware + 
software) that runs noise-free estimators of quantum circuits 
faster than can be done using classical hardware alone



Workload management Hybrid classical-quantum 
workflows

Programmability Use case in physics
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Workload management
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QCSC comprises integrated classical and 
quantum resources

Consider WLM as conventional software 
system (e.g., SLURM) with extensions for 
interfacing to quantum devices

Worker nodes w/ ‘virtual’ QPU resource

Hybrid workfload spawned from login 
(classical) node; quantum circuit executed via 
low-latency, high-throughput interface 
(“Direct Access API”)



Hybrid classical—quantum workflows
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Near-term Far-term
“Weakly-coupled” regime “Strongly-coupled” regime

Latency between classical and quantum devices 
beyond qubit coherence time; e.g., distributed or co-
located with ‘slow’ interconnect

High-speed bus (latency ≪ coherence) connecting 
classical and quantum devices

Workflows comprising  temporally decoupled tasks Workflows, single large-scale hybrid applications with 
quantum accelerator complementing conventional HPC



Programmability
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Near-term Far-term
“Loosely-coupled” regime “Tightly-coupled” regime

Trivially separable classical and quantum executables, 
functions, etc.; latencies insignificant

Desire is to offload quantum-accelerated kernels while 
classical task(s) execute in parallel and/or 
asynchronously

Language-agnostic: “bag of tasks” to be executed on 
available resources; e.g., C/C++, Python (Qiskit) for 
quantum and AI/ML

Single-source application(s) part of a larger workflow 
that pervade all available resources; compiled language 
(C/C++), potentially with bindings



Programmability
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Near-term Far-term
“Loosely-coupled” regime “Tightly-coupled” regime

Trivially separable classical and quantum executables, 
functions, etc.; latencies insignificant

Desire is to offload quantum-accelerated kernels while 
classical task(s) execute in parallel and/or 
asynchronously

Language-agnostic: “bag of tasks” to be executed on 
available resources; e.g., C/C++, Python (Qiskit) for 
quantum and AI/ML

Single-source application(s) part of a larger workflow 
that pervade all available resources; compiled language 
(C/C++), potentially with bindings

How will these systems be programmed?



Use case: HEP data processing chain
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Trigger-1

Reconstruction Derivation Analysis

Generation Simulation

Trigger-2

Data Path

Monte Carlo Path
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Trigger-1

Reconstruction Derivation Analysis

Generation Simulation

Trigger-2

Data Path

Monte Carlo Path

arXiv:2207.10694

arXiv:2312.02272

arXiv:2402.10265

arXiv:2207.03473

Use case: HEP data processing chain
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Trigger-1

Reconstruction Derivation Analysis

Simulation

Trigger-2

Data Path

Monte Carlo Path

arXiv:2207.10694

arXiv:2312.02272

arXiv:2402.10265

arXiv:2207.03473

Generation

Y. Chai et al. (2023)
Use case: HEP data processing chain
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Trigger-1

Reconstruction Derivation Analysis

Simulation

Trigger-2

Data Path

Monte Carlo Path

arXiv:2207.10694

arXiv:2312.02272

arXiv:2402.10265

arXiv:2207.03473

qGen_tf.py --ecmEnergy=136000. \
  --maxEvents=100 \
  --randomSeed=654321 \
  --outputqEVNTFile=qevgen.root \
  --jobConfig=999999

Generation

Use case: HEP data processing chain
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Trigger-1

Reconstruction Derivation Analysis

Generation

Trigger-2

Data Path

Monte Carlo Path
Simulation

arxiv:2005.08582

CDS 2824092

arxiv:2203.03578

Use case: HEP data processing chain
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Trigger-1

Reconstruction Derivation Analysis

Generation

Trigger-2

Data Path

Monte Carlo Path
Simulation

arxiv:2005.08582

CDS 2824092

arxiv:2203.03578

F. Rehm et al. (2021)
Use case: HEP data processing chain



IBM Quantum 22

Trigger-1

Reconstruction Derivation Analysis

Generation Simulation

Trigger-2

Data Path

Monte Carlo Path

arXiv:2104.11583

arXiv:2204.06496

arXiv:2308.00619

Use case: HEP data processing chain
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Trigger-1

Derivation Analysis

Generation Simulation

Trigger-2

Data Path

Monte Carlo Path
Reconstruction

arXiv:2104.11583

arXiv:2204.06496

arXiv:2308.00619

D. Nicotra et al. (2023)

Use case: HEP data processing chain
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Trigger-1

Derivation Analysis

Generation Simulation

Trigger-2

Data Path

Monte Carlo Path
Reconstruction

arXiv:2104.11583

arXiv:2204.06496

arXiv:2308.00619

D. Nicotra et al. (2023)

Use case: HEP data processing chain



IBM Quantum 25

Trigger-1

Reconstruction Derivation

Generation Simulation

Trigger-2

Data Path

Monte Carlo Path
Analysis

arXiv:2104.05059

arXiv:2203.08805

arXiv:2206.08391

Use case: HEP data processing chain
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Trigger-1

Reconstruction Derivation

Generation Simulation

Trigger-2

Data Path

Monte Carlo Path arXiv:2104.05059

arXiv:2203.08805

arXiv:2206.08391

Analysis

S.L. Wu et al. (2023)

Use case: HEP data processing chain
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Trigger-1

Reconstruction Derivation

Generation Simulation

Trigger-2

Data Path

Monte Carlo Path arXiv:2104.05059

arXiv:2203.08805

arXiv:2206.08391

Analysis

S.L. Wu et al. (2023)

Use case: HEP data processing chain
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Trigger-1

Reconstruction Derivation Analysis

Generation Simulation

Trigger-2

Data Path

Monte Carlo Path

Likely most promising avenue for quantum advantage.

Use case: HEP data processing chain



Summary
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We are now in the era of utility, where 
quantum computing can provide reliable 
solutions at-par or beyond brute force 
classical computing methods.

QCSC to leverage quantum and classical 
computing devices to enable execution of 
hybrid workloads at utility-scale.

Domain scientists must find the hard 
problems to solve, cross-cutting expertise 
required to work on a solution.

Focus areas include workload management, 
HPC-quantum workflows, programmability, 
and use cases, all in the near- and far-term.

Many areas of physics already looking to 
quantum; theory or where quantum manifests 
in the problem are promising.

Keen to discuss with the community has in 
mind about other ideas and interests.





Backup
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“Nature isn’t classical, 
dammit, and if you want to 
make a simulation of Nature, 
you’d better make it 
quantum mechanical...”
Richard P. Feynman
Simulating Physics with Computers, 1981
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Timescale

Error resilience 
related function

Hardware challenges

Cloud loop time Server loop time Near-time

Middleware Qiskit Runtime Quantum Hardware

Real-time

Unitary parameter update
Custom QPU info share
Logical circuit schedule and compile 
optimization
Final decode/reconstruct/correction

Pipelining with QPUs
Low latency
HPC optimization
Final level of decoding

Mid-circuit 
measurement and 
feedforward (   )
Non-local real-time 
operations (   )

Parallel QPU utilization
Data BW
Decode compute

Local memory size
High-BW acquisition
Intra-qubit latency

QEC

QEM Unbiased

QEM Biased

Compile probabilistic circuits (    )
Noise model update (         )
Optimal qubit maps (         )
Multi-QPU job optimization

Physical parameter 
update
Decoder update (    )
Decode/Correct (    )

Probabilistic gates (        )
Stretched gates (    )
Dynamic logical ops (    )
Fast decode, high BW (    )
Decode data compression (    )

Fast reinitialization (        )
Intra-qubit comm
Local decode and compress

hours nsµs-nsmssecondsminutes

FPGA Update
AoT compiling

Error-resilience and time scales
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2024 – 5K gates 

2026 – 7.5K gates 

2027 – 10K gates 

2028 – 15K gates 

2Q error rate: 5×10!" (�̅� = 1.002)

2Q error rate: 3.3×10!" (�̅� = 1.001)

2Q error rate: 2.5×10!" (�̅� = 1.0009)

2Q error rate: 1.6×10!" (�̅� = 1.0006)

Exponential growth of problem dimensionality places strict 
limits on classical compute scaling, and cost effectiveness 
of deploying ever growing resources; effective limit of ~50 
qubits for direct simulation

There is no long-term value in CPU, GPU, or any other 
classical  simulation of quantum circuits

Computations becomes more cost-effective to run on 
quantum hardware as error rates decrease

�̅� = 1.0146Q
Crossover points for quantum cost effectiveness vs. GPUs

2023:

2026: 32Q �̅� = 1.001

By 2026 it will be cheaper to run even trivial 
circuits on quantum hardware vs. GPUs

Internal Nvidia 4x DGX GH200 
capable of 46Q direct simulation

Quality and cost-effectiveness


