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With the coming luminosity increase at the High Luminosity LHC, the ATLAS experiment will find itself
facing a significant challenge in processing the hundreds of petabytes of data that will be produced by the
detector.

The computing tasks faced by the LHC experiments such as ATLAS are primarily throughput limited, and
our frameworks are optimized to run these on High Throughput Computing resources. However the focus
of funding agencies is increasingly shifting towards High Performance Computing resources. As a result we
urgently require the capability to efficiently run our computing tasks on these High Performance Computing
resources.

One of the first tasks towards implementing this capability is to enable a single instance of the ATLAS software
framework, Athena, to run over multiple (tens, or hundreds) nodes. Here we present a multi-node version of
Athena that uses the industry standard Message Passing Interface (MPI) to assign work to the various worker
nodes.

Significance
This work presents a preliminary multi-node version of the Athena software framework used for data pro-
cessing by the ATLAS experiment. This will enable the experiment to make more efficient use of the HPC
resources available to it.
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