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Recently, transformers have proven to be a generalised architecture for various data modalities, i.e., ranging
from text (BERT, GPT3), time series (PatchTST) to images (ViT) and even a combination of them (Dall-E 2,
OpenAI Whisper). Additionally, when given enough data, transformers can learn better representations than
other deep learning models thanks to the absence of inductive bias, better modelling of long-range dependen-
cies, and interpolation and extrapolation capabilities. On the other hand, diffusion models are the state-of-the-
art approach for image generation, which still use conventional U-netmodels for generation, mostly consisting
of convolution layers making little use of the advantages of transformers. While these models show good gen-
eration performance it lacks the generalisation capabilities obtained from the transformer model. Standard
diffusion models with an Unet architecture have already proven to be able to generate calorimeter showers,
while transformer-based models, like those based on a VQ-VAE architecture, also show promising results. A
combination of a diffusion model with a transformer architecture should bridge the quality of the generation
sample obtained from diffusion with the generalisation capabilities of the transformer architecture. In this
paper, we propose CaloDiT, to model our problem as a diffusion process with transformer blocks. Further-
more, we show the ability of the model to generalise to different calorimeter geometries, bringing us closer
to a foundation model for calorimeter shower generation.

Significance
This contribution presents a novel transformer-based machine learning model for general fast shower simu-
lation, fitting perfectly the focus theme of ACAT 2024 - the foundation models.
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