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AdaptivePert: a portable, low-overhead,
and comprehensive code profiler for single-

AdaptivePerf results

\ [syclops-gentoo-profiling1] tutorial.sh (2024-03-01 13:45:21)

The time axis is in milliseconds (ms). Red parts are on-CPU and blue parts are off-CPU. Right-click any thread/process (except the root one) to check its runtime and spawning stack trace. Double-click any thread/process to open flame
graphs.
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What is AdaptivePerte

« Open-source code profiler for Linux, based on “perf” with custom patches

 Traces every spawned thread and process

* Fixes “perf”’'s broken stacks (compiling a tested program with frame pointers required)
« Samples both on-CPU and off-CPU activity

 Produces interactive flame graphs and charts viewable in a web browser

Main functionality designed with hardware portability in mind

« Supports custom sampling-based “pert” events for profiling interactions with hardware
 Detects automatically inappropriate kernel and CPU configurations a.out (18890/18892): 379,991.926 ms (sampled: ~333,766 ms)

Click anywhere outside of the window to close it.

« Allows TCP sireaming of profiling data to a separate machine for real-fime processing _— - meares
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How does It compare to similar maintained profilerse
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Hardware | Profiles software- Low Open- | Off-CPU Heterogeneous é‘l EE
-vendor- hardware profiling |source | profiling | architecture support P e
portable interaction* overhead E .EE
AdaptivePerf Yes Yes Yes Yes Yes Planned! B o
Original "pert” Yes Yes Yes Yes Limited NoO EEEE
Intfel VTune Profiler No Yes Yes No Yes Infel GPUs/FPGAS only EEEE  —
AMD pProf No Yes Yes No Yes AMD GPUs only EEEE
valgrind Yes No No Yes | No No = = o= ==
gprof Yes No Needs CI**| Yes No No T S R
gperftools Yes NO Needs CI**| Yes NO NoO
NVIDIA profilers NO Yes NO NO Yes NVIDIA GPUs only
*If supported by a user’s hardware architecture.
**Code instrumentation other than not omitting frame pointers. Screenshots as of 4 March 2024. AdaptivePerf is in beta and evolving, so it may differ now.
Envisaged applications Planned improvements
* Profiling physics data analysers and simulators (e.g. ROOT, Madgraphb, Geant4) « Profiing wide-ranged heterogeneous architectures (RISC-V, GPUs, FPGAs, TPUs, and
» Profiling software used for online and offline computing at physics experiments other accelerators) in a maximally open-source way
« Software-hardware co-design (e.g. RISC-V core customisation done in the SYCLOPS EU  » Matching non-sampling-based metrics (such as power consumption) to code segments
project, friggering and DAQ system development at the LHC experiments) « Removing or weakening the frame pointer compilation requirement
« And more! « Other feedback and suggestions for improvements are welcome!

Developed in the context of the SYCLOPS project, which is Scan me fOI’ the informqﬁon SIides + the

funded by the European Union HE research and innovation : : l
programme under grant agreement No 101092877. dOWﬂlOCId InS'l'I'UC'l'IOﬂS or CISk fOI’ > demO.
You can also send a message: maksymilian.graczyk@cern.ch
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