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Celeritas: Evaluating Performance of HEP Detector Simulation on GPUs
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1. Celeritas 3. Benchmark Problems
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4+ Each simulation step executes a topologically sorted graph of

actions (gray boxes) 4. Along-step Kernel Profiling on A100
4+ Sort actions can be inserted at different stages in the graph

(blue circles) depending on the sorting key
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2 M 2 n + Théimbéct of sorting tracks by applicable along-step kernel on execution time is problem-dependent
Default Sorted 4+ Many tracks per kernel and a complex geometry are required to make track sorting worthwhile
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