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Computing Demands

e Optimizing the server inference performance (e.g., processing time and
throughput), through “pseudo” clients keeping sending inference requests

e [arge computing demands for HL-LHC but limited CPU performance increase
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50000 e Large flexibility with various parameters that can be optimized: batch size, numbe

of model instances, choice of backends, choice of coprocessors, etc
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Variety of Coprocessors

e Fast developments in industry on different types of coprocessors

Small and large-scale Tests

e FEach type of coprocessor has its own uniqueness and is suited to process certain
types of processing tasks
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CMSSW clients communicate with servers via gRPC calls

CMSSW processes regular data processings on CPUs, and offload certain tasks to
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Servers process the offloaded tasks, and send outputs back to clients —+_ SONIC jobs on local CPUs

In the studies we chose NVIDIA Triton Inference Server Confirmed that after optimizations

there is no throughput decrease
running extra servers
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Asynchronous processing implemented, so the data transfer latency can be hidden
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Also tested running on Graphcore
[PUs. No extra change in the workflow
is needed.
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