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Intro to SSL strategies
To learn useful features from the data itself without using labels

As opposed to supervised learning, which is limited by the 
availability of labeled data, self-supervised approaches can learn 
from vast unlabeled data (2304.12210)

32201.13100
Masking Contrastive Learning

2108.04253



Goals of the Project

• To show that we can leverage SSL to learn powerful, generic, and transferable 
features directly from vast unlabeled data.

Train on large 
labeled simulation 

dataset 1

Perform downstream 
task 2

Perform downstream 
task 1

Current workflow using only Supervised Learning

Train on large 
labeled simulation 

dataset 2
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Goals of the Project

• Focus on studying the effect of scaling up the sizes of pretraining datasets on the 
performance of different SSL strategies.

Pretrain on large 
unlabeled data

Fine-tune on small 
labeled simulation 

dataset 2

Perform downstream 
task 2

Fine-tune on small 
labeled simulation 

dataset 1

Perform downstream 
task 1

Workflow incorporating SSL
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Necessity of SSL in LHC Physics

• Simulations don’t model the data perfectly: need a way to directly train on data


• It will be even harder and more computationally expensive to produce high-quality 
simulations for High Luminosity LHC (1803.04165)
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Outline

• Brief intro to SSL


• Goal of the Project


• Necessity of SSL in LHC physics


• Intro to VICReg and SimCLR


• Proof of concept: Training on Top Tagging


• Transfer Learning: from JetClass to Top Tagging


• Future work
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Intro to VICReg and SimCLR
general principles

Original Jet

Augmented Jet

VICReg: Align two views with added regularization
SimCLR: Contrastive learning 

through alignment and uniformity
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loss functions
Intro to VICReg and SimCLR

VICReg loss SimCLR loss
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Model Architecture for encoder

• Started with a simple Transformer encoder


• Working on switching to more advanced architectures such as Particle Transformer

Intro to VICReg and SimCLR
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Transformer Encoder Particle Transformer
2202.037721706.03762



Augmentations
2108.04253
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Datasets

JetClass Dataset
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Top Tagging Dataset

Dataset name Size Description Role in transfer learning

JetClass 
Dataset 100 Million Jets Contains 10 

classes of jets
Stand in for unlabeled “data”, 

use for pretraining

Top Tagging 
Dataset 1.2 Million Jets Only Top and 

QCD jets
Stand in for labeled 

“simulation”, use for fine-tuning 

1902.099142202.03772



Comparison between VICReg and SimCLR

• SimCLR, with its clearer separation of features, outperforms VICReg in top quark jet 
tagging, and thus will be the main focus of our continued discussion.

Training on Top Tagging
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Comparison between VICReg and SimCLR

• SimCLR, with its clearer separation of features, outperforms VICReg in top quark jet 
tagging, and thus will be the main focus of our continued discussion.


• Potential contributing factors:


• No explicit use of negative pairs (both pro and con)


• Loss function has too many hyper parameters: hard to tune

Training on Top Tagging
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Are the features distinguishing?

• As a proof of concept, we want to show that the model can learn some useful 
features that can distinguish between signal and background.

Training on Top Tagging
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The model has learnt invariance to augmentations
Training on Top Tagging
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Average Euclidean 
Distance between 
representations

batch 1 
original

batch 1 
augmented

batch 2 
original

batch 2 
augmented

batch 1 
original 0 — — —

batch 1 
augmented 2.10 0 — —

batch 2 
original 13.92 13.90 0 —

batch 2 
augmented 13.96 13.97 2.18 0



Despite limited data, the pre-trained model achieves higher accuracy 
and converges faster

• A linear layer was added to the 
encoder for fine-tuning. 


• Blue curve was pre-trained on 
1% of the JetClass dataset (1 
Million jets) with SimCLR


• Red curve was trained from 
scratch


• Both models share the same 
hyperparameters


• Both models are trained with 
100k jets (1/12 of the Top 
Tagging Dataset)

Pretraining on JetClass and fine-tuning on Top Tagging
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Pre-trained



• The averages and standard deviations over 5 trainings are shown in solid lines and 
uncertainty bands, respectively


•

Pretraining on JetClass and fine-tuning on Top Tagging
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The pre-trained model requires significantly fewer samples to 
achieve high accuracy and rejection rate

Rejection: inverse of background rejection at 50% signal 
efficiency



The pre-trained model converges much faster
Pretraining on JetClass and fine-tuning on Top Tagging
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• The averages and standard deviations over 5 trainings are shown in solid lines and 
uncertainty bands, respectively


•



Pre-trainedTrained from scratch

Pretraining on JetClass and fine-tuning on Top Tagging
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The pre-trained model shows a much clearer separation between signal and background



The pre-trained model shows a much clearer separation between signal and background

Pre-trainedTrained from scratch

Pretraining on JetClass and fine-tuning on Top Tagging
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Conclusion

• Through contrastive learning, a vanilla transformer encoder was able to learn useful 
representations of jets from unlabeled data.


• By pre-training on unlabeled data, the transformer encoder was able to learn the 
downstream task faster and with fewer labeled training samples, compared with one 
we trained from scratch.
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Future work

• Study the scalability of dataset size in pretraining


• Study the effectiveness of more advanced architectures like the ParticleTransformer 
as the backbone encoder


• Explore other physically motivated augmentations


• Pairing the two jets from dijet events


• Using two subjets clustered with smaller radii


• …
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Thank you for listening!



Back Up



Accuracies of two trials trained with 1000 labeled samples



The CMS detector coordinate system
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https://tikz.net/axis3d_cms/

https://tikz.net/axis3d_cms/


Details of the Top Tagging Dataset

1902.09914



Details of the JetClass Dataset

2202.03772



Are the features correlated?
Training on Top Tagging
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