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Abstract. Parton-level event generators are one of the most computationally demand-
ing parts of the simulation chain for the Large Hadron Collider. The rapid deployment
of computing hardware different from the traditional CPU+RAM model in data cen-
ters around the world mandates a change in event generator design. These changes are
required in order to provide economically and ecologically sustainable simulations for
the high-luminosity era of the LHC. We present a complete leading-order parton-level
event generation framework capable of utilizing most modern hardware, and discuss its
performance in standard-candle processes at the LHC.

1 Introduction
The upcoming high-luminosity era at the LHC (HL-LHC) will provide unprecedented collision data
statistics. Monte-Carlo event generators (MCEG) provide simulated collision event samples that can
be directly compared to the experimental data samples, e.g. to predict signals, subtract backgrounds,
calibrate detectors, or extract model parameters. Due to the expected excellent experimental precision,
poor MCEG computing performance can limit experimental success of the HL-LHC [1, 2].

Most of the computing time spent on MCEG by the ATLAS and CMS collaborations comes from
the regular production of large pp → V + jets and pp → tt̄ + jets event samples [3]. We can dub them
“heavy-hitter” processes due to their dominant computational footprint. With their relatively large cross
sections, even when requiring a number of extra jets, and with their generic final-state signature, a large
number of physics analyses rely on their statistical precision in the respective relevant phase-space regions.

Where more detailed performance studies for standard simulation setups of those heavy-hitter pro-
cesses have been done, we can even nail down the components of the MCEG simulations that most
contribute to the computational footprint. For Sherpa [4], we know that more than two thirds of the
computing time is spent on the evaluation of squared tree-level matrix elements, while squared loop
matrix elements contribute at most about 10% [5]. Everything else, such as PDF evaluation, parton
showering or hadronization only contribute a few percent each and are at this point irrelevant as targets
for further performance improvements.

Tree-level matrix elements contribute most in these setups, because the standard multijet merged sam-
ples include matrix elements for up to n = 5 (n = 4) additional jets for pp → V +jets (pp → tt̄+jets), and
the highest-multiplicity matrix elements are only evaluated at leading order, since next-to-leading-order
(NLO) matrix elements would be prohibitively expensive. Tree-level matrix element algorithms scale at
best with O(n3) [6], and the unweighting efficiency of these high multiplicities are very low (one may
need to calculate tens or hundreds of thousands of matrix elements before accepting an event for these
multiplicities [7]). The two thirds of the overall computing time mentioned above is therefore dominated
by the one or two highest-multiplicity tree-level matrix elements and their phase-space generation. Im-
proving the performance of this component can therefore reduce the overall computing budget for these



processes by up to a factor of three. The proxy figure of merit for these improvements would be the
unweighted event generation throughput for pp → e+e− + 5 jets and pp → tt̄+ 4 jets.

In this contribution, we present the portable standalone tree-level matrix-element generator Pepper,
which can be compiled to use GPU accelerators achieving much higher event throughputs compared to
using the CPU only, and allowing us to fully utilize the current and upcoming generation of exascale
high-performance computing (HPC) resources.

Details on the first production-ready release of Pepper are given in [8]. Other efforts to port parts of
the MCEG toolchain are the Madgraph5 aMC@NLO on GPU project [9], the MadFlow project [10],
and the Gaps parton-shower [11]. An outline of a future common benchmarking of Pepper and Mad-
graph5 aMC@NLO on GPU has been given in [12, Chap. II, Sec. 4].

2 Methods
Pepper can be compiled for single-threaded CPU execution, for multi-threaded CPU execution, and for
execution on a GPU device. This is achieved with a single codebase and using the Kokkos C++ Per-
formance Portability framework [13, 14] (we also maintain a CUDA version for performance comparison
studies). Below, we will often discuss the parallelisation of different event generation steps; this of course
only applies when the code has been compiled for multiple threads, otherwise the algorithms run serially
on a single thread.

In Pepper, each computing thread generates one event. Thus a batch of events is generated in
parallel if more than one thread is available. To ensure data locality (and coalescent GPU memory
reads/writes [15]), the event batch data is implemented as a structure of arrays, i.e. each event property
(e.g. the event weight, or the energy component of the momentum of the first outgoing particle) is stored
contiguously in memory for all events in the batch.

The first step in event generation is to generate the required random numbers for the Monte-Carlo
integration. In Pepper, all random numbers required for a single event batch are generated in parallel,
before proceeding with the rest of the event generation pipeline.

The next step is to generate a phase-space point for each event in the batch. We use a simple phase-
space algorithm, Chili [16], which parametrizes phase-space using a single t-channel and an adjustable
number of s-channel resonances. The internal implementation supports up to one s-channel (e.g. for the
Z resonance in Drell-Yan production), and is executed in parallel; we call this the “Basic Chili”. The
random number mapping is optimized using Vegas [17].

The simulation then proceeds to evaluate the parton density functions (for hadronic collisions) and
the strong coupling. This is done via a modified version of the Lhapdf library [18], which allows multi-
threaded execution using Kokkos and/or CUDA.

The squared matrix elements at tree level are then evaluated in parallel using Berends-Giele recursion
relations [19] to provide a good scaling behavior with the final-state multiplicity. We combine helicity
sampling and colour summing with a minimal colour basis to achieve optimal GPU performance [20, 21].

At this point of the simulation, we optionally apply a hit-or-miss algorithm in parallel if the user has
requested an unweighted event sample. Given the typically low efficiencies at the relevant jet multiplici-
ties, only a small number of events is accepted. When event generation is done on a GPU with its own
RAM, this has the additional benefit that we only need to copy the data for these non-zero events to
the host CPU, such that the copy time becomes relatively small compared to the evaluation time of the
matrix elements. Since all event generation steps are done in parallel, we only need to copy data between
the CPU and the GPU once, at the end of the event batch generation pipeline.

The events can then be written to disk using the HepMC3 [22], Lhef3 [23] Lheh5 [7, 24] output
formats. The latter is based on the Hdf5 [25] database library which allows for efficient writing of large
event files and which features collective MPI writing for a good scaling behaviour on large HPC clusters.
Lhef3 and Lheh5 event files can be read in by Sherpa and Pythia [26, 27] for additional particle-level
simulation steps, thus integrating Pepper into the full event simulation toolchain. The Lheh5 files can
even be used as input samples in multi-jet merged simulations in Sherpa [24].

3 Results
Before highlighting results of Pepper, we plot results given in [16] for the unweighting efficiency achiev-
able with the Chili phase-space generator combined with Vegas optimization. Figure 1 compares the
full Chili generator, labeled “Chili”, with one that uses the minimal number of s-channels (1 for W+

and Z production, 0 otherwise), labeled “Basic”, with the efficiency of the recursive phase-space genera-
tor implemented in Sherpa [28] for various benchmark LHC processes. The obtained Chili efficiencies
are similar to the Sherpa efficiency, or higher by up to an order of magnitude, with the exceptions of
γ + n jets production and for W+ + 5 jets production. See [16] for additional details.
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Figure 1: Results for the unweighting efficiency with the Chili phase-space generator in its normal and
“Basic” mode, comparing to the recursive phase-space generator of Sherpa. Data taken from [16].

MEvents / hour 2×Skylake8180 V100 A100 H100 MI100 MI250 PVC

pp → tt̄+ 4j 0.06 0.5 1.0 1.7 0.4 0.3 0.3
pp → e−e+ + 5j 0.003 0.03 0.05 0.1 0.03 0.03 0.02

Table 1: Parallel unweighted event generation rates of Pepper, comparing multi-threaded CPU evalua-
tion (2×Skylake8180, using all 56 threads) with GPU accelerated evaluation on various data-center GPU
by Nvidia (V100, A100, H100), AMD (MI100, MI250) and Intel (PVC). Results taken from [8].

In Fig. 2, we show the single-threaded CPU performance for the unweighted event generation through-
put of Pepper for pp → e+e−+n jets and pp → tt̄+n jets, as first published with all details on the setup
in [8]. This single-threaded throughput gives the baseline performance of Pepper, without any parallel
execution. The throughput is compared with Comix [28], both using its recursive phase-space generator,
and using an implementation of Chili in Sherpa. The throughput of Pepper is on par or higher, by
up to an order of magnitude.

Finally, Tab. 1 gives the results for the unweighted event generation throughput for the highest
jet multiplicities with parallel evaluation on various CPU (Intel Skylake8180) and GPU architectures
(Nvidia V100, A100 and H100; AMD MI100 and MI250; and Intel PVC GPU). For the details on the
computational setup and for results for the lower jet multiplicities, see [8]. The evaluation on the Skylake
CPU utilizes all 56 cores. We find speedups of about a factor of thirty when comparing the highest
throughput on the H100 GPU, compared to the lowest throughputs on the Skylake CPU.

4 Discussion
Pepper provides excellent unweighting efficiency via a portable implementation of the Chili phase-space
generator, and very good single-threaded event generation throughput for the heavy-hitter processes
pp → e+e− + n jets and pp → tt̄ + n jets at tree level. As a portable code building on the Kokkos
portability framework it can be compiled for multi-threaded evaluation on CPU and for highly parallel
evaluation using GPU acceleration. All components of the code but the eventual event output are
parallelized and execute on the GPU device if available, providing speed-up factors of e.g. up to 30 when
compared to multi-threaded evaluation on a CPU only. It thus eliminates the identified main bottleneck
of tree-level event generation when generating particle-level Sherpa samples for the above processes, since
the parton-level event generation can be completely offloaded to Pepper via Sherpa’s Lheh5 read-in
capability [24]. This strategy would reduce the computational footprint by about a factor of three for
these processes.
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Figure 2: Single-threaded CPU unweighted event generation rates of Pepper, comparing to Sherpa
using its default recursive phase-space generator (“def.”) and a Sherpa-internal implementation of
Chili. Figure taken from [8].

Note that [8] also studies Pepper’s MPI scaling behaviour when using up to 512 A100 GPU, and
presents preliminary results for using portable CPU vector instructions. In [29], a study utilizing Pep-
per shows that the numerical stability of the matrix-element evaluation near the infrared limit can be
greatly enhanced by the novel algorithms presented therein, reaching a higher precision with double
precision arithmetics compared to a naive quadruple precision implementation, at a smaller computa-
tional cost. GPU acceleration combined with this improved numerical stability opens a new avenue for
efficient NNLO calculations, as the computational footprint of the expensive tree-level parts (real-real
emissions) is strongly reduced by these techniques, and makes ad-hoc or expensive countermeasures for
numerical instabilities like outlier rejection, artificial infrared cut-offs, or higher-precision rescue systems
unnecessary.

Finally, we note that Chili and Pepper provide new opportunities for ML applications to phase-space
generation [30, 31, 32, 33, 34, 35, 16] and matrix-element surrogates [36, 37]. Chili’s simple structure with
a very small number of channels reduces the dimensionality for learning efficient phase-space mappings,
and the availability of the evaluation of both the phase-space and the matrix elements on a GPU device
greatly improves the speed of training new models, compared to single-threaded evaluations on a CPU.
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