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Abstract. The Thomas Jefferson National Accelerator Facility (JLab) has created and
is currently working on various tools to facilitate streaming readout (SRO) for upcoming
experiments. These include reconstruction frameworks with support for Artificial Intelli-
gence/Machine Learning, distributed High Throughput Computing (HTC), and heterogeneous
computing which all contribute significantly to swift data processing and analysis. Designing
SRO systems that combine such components for new experiments would benefit from a plat-
form that would combine both simulation and execution components for simulation, testing,
and validation before large investments are made. The Real-Time Development Platform
(RTDP) is being developed as part of an LDRD funded project at JLab. RTDP aims to es-
tablish a seamless connection between algorithms, facilitating the seamless processing of data
from SRO to analysis, as well as enabling the execution of these algorithms in various con-
figurations on compute and data centers. Individual software components simulating specific
hardware can be replaced with actual hardware when it is available.

1 Introduction
With the rapid commencement of new experiments that leads to generation of huge volumes of data,
the Nuclear Physics community is actively exploring the next generation of data processing and analysis
workflows to optimize scientific output. The major motivation in doing so is to achieve seamless data
processing from detector readout to physics analysis and enabling the rapid turnaround of data for
publications through advanced scientific computing.

Jefferson Lab (JLab) has been at the forefront of such progress and has made substantial investments
in the development of the next generation of data processing and analysis workflows. Many essential
components required for seamless data processing and rapid data turnaround, such as streaming readout,
heterogeneous computing, and AI/ML capabilities, are already available. Furthermore, JLab is appropri-
ately equipped with facilities to generate large amount of copious data from current running experiments,
as well as the number of scheduled experiments that contributes towards developing the final system in
real conditions.

In this paper, we present the Real-Time Development Platform (RTDP) framework, which leverages
both existing and forthcoming infrastructure and software at Jefferson Lab, including JANA [10][11],
EJFAT [7], PHASM [5] and HPDF [1]. This framework creates a seamless transition from data generated
by the Streaming Read-out (SRO) system using JIRIAF [12], an example is shown in Figure 1, to
offline data analysis. By enabling the execution of diverse algorithms on data collected from various



Figure 1: Diagram illustrating an example SRO system where data is streamed from the detector to
numerous nodes at an High Throughput Computing (HTC) facility such as HPDF. Red items and arrows
indicate pieces that will be developed as part of the SRO design and validation platform.

configurations, the RTDP framework allows for precise estimation of costs and impacts in real-world
deployments. The RTDP project fills a critical gap in the development and deployment of full streaming
systems for future JLab experiments like SoLID [6], CLAS12 operations at high luminosity [4] ,TDIS
[8], and ePIC [9] at EIC. The other most significant benefit of an SRO system when compared to a
traditional triggered system is the ability to base decisions on which data to keep and which to discard
using information from the whole detector [3].

The RTDP project is an ongoing work in progress that is a natural step forward following previous
work to develop prototype SRO systems at JLab[2].

2 Application
The application of a fully developed RTDP can be multi fold. Figure 1 illustrates a simple configuration
that could be implemented by the platform This includes:

• SRO experiments that require intricate configurations can be defined with user-friendly language.

• Individual components, such as calibration or data transport, can be represented by software simula-
tion modules. This approach allows for easy configuration for experimentation, provides estimations
of various real-world impacts, and enables faster interpretation of results.

• Provides us with the capability to incorporate simulation components along with the real world
infrastructure. This allows us to make our simulation more realistics while adhering to the real
world constraints for different experiments.

• This approach offers the advantage of scaling the simulation system from a fully simulated software
setup on a single computer to a hardware-leveraging model in a distributed configuration.

3 Goal and Motivation
Experimental Nuclear Physics is moving towards a SRO paradigm which includes complex pipelines
integrating heterogeneous hardware, and varied software which may have interference effects. Under such
circumstances, simulation and testing of complex SRO systems in the offline mode is needed to assist in
their design and validation before deploying it in real world. Furthermore, testing of complete, integrated
SRO systems at scale for future experiments requires new tooling.

The goal of this project is to design a platform that can facilitate the seamless processing of data from
an SRO system to the analysis on compute centers under various configurations. Upon completion of
the project, the RTDP framework would be capable of monitoring the various components of the system
in a fully developed streaming system. Furthermore, a fully developed RTDP allows us to simulate a
real-time SRO data processing network from front end electronics to large compute.



(a) Illustration of the first half of a simple configuration
that SRO RTDP would support. Components on the left
side of the dashed line would make up the multi-stream
source that could be replaced with live data streams from
a real detector. To the right of the dashed line is a multi-
architectural configuration that communicates the filtered
and partially processed data to a remote site via EJFAT

(b) An example configuration supported by RTDP for
the remote site. Data received from EJFAT is sent to
temporary storage while near-real-time calibrations are
performed. Once the calibrations are ready, data is dis-
tributed to the compute resources which may also imple-
ment multiple compute architectures.

Figure 2: Example of SRO system

4 Objectives
The main objectives of the RTDP is as follows:

• Deployment of a (quasi) real-time SRO data processing model in a distributed setup that includes
data calibration, as well as total reconstruction of data in a fully offline setup.

• Use existing infrastructure for framework optimization using the GEANT4-generated and archived
beam-on data as well as optimizing the framework validation with beam-on tests.

• Assessment of the need/capability of the available network and computing resources required to
run the RTDP in both offline and online settings.

• As RTDP would allow for seamless integration of simulation software with real world hardware
components, we can also leverage RTDP for optimizing performance of the hardware platforms
with in-depth experiments under different configurations.

• RTDP framework will be leveraged to identify potential issues relevant to a future High-Performace
Data Facility (HPDF) in receiving and processing SRO data.

5 Measures of Success
The metrics for measuring a successful RTDP will include the following:

• Ability to launch synchronized processes across multiple nodes to emulate different VTP modules
representing real world detectors.

• Integrated monitoring of all components in the system that helps to determine any abberations in
the performance of the system.

• Ability to configure and simulate an experiment similar in size to the planned SoLID experiment
at JLab.

• Test with a 400Gbps transfer speed using a configuration with at least one FPGA and one GPU
component.

6 Progress
In December 2023, a data capture exercise was performed where we were able to capture CLAS12 data
streamed across the JLab campus using a 100 Gb/s high speed Network Interface Card (NIC) featuring
hardware timestamps. The data was captured using synchronized streams from multiple network sources.
During the data capture exercise the Cebaf Online Data Acquisisition system (CODA) had a configuration



Figure 3: Flash ADC values extracted from the payloads of the data captured in Dec. 2023.
top: (green) slot number of module in crate (0-23) second: (orange) channel number (0-15) third:
(red) ADC pulse integral bottom: (blue) time relative to frame start

that was limited to 2 crates in a single sector. These corresponded to two different calorimeter detectors
(ECAL and PCAL) being readout. The data was captured at multiple beam currents: 10, 25, 50, 75, 90,
and 100 nAs respectively. Data captured during this exercise is shown in Figure 3 and 4. In the data
capture exercise, packets were captured using tcpdump from 4 different TCP ports, but the plots represent
data from a single, example port. In Figure 4, the red points represent the beam current during the same
period, plotted against the right-hand axis. The gradual decline in data rate is attributed to the liquid
hydrogen target depleting over this time. The exact cause of the spikes in the data rate is unknown. This
shows that even during periods of steady beam operation, the network traffic may exhibit structure.

7 Future Work and Conclusion
Thus to conclude, in this paper we highlight the initial data capturing exercise that was successfully
performed in December 2023. We have presented some of the initial results of the analysis that was
performed on the data captured during the exercise. For future we plan to create different simulated
VTP emulators and a synchronizer program that will be leveraged for the offline simulations and replay the
data captured during the data capture exercise. We will also be working towards developing appropriate
schema for monitoring all aspects of monitoring system, establishing databases for monitoring system
using existing JLab servers as well as integrating existing JLab monitoring component to SRO-RTDP.
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Figure 4: Data rate of captured packets (payload only) vs. time in minutes relative to start run time.
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