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LHC Computing Model

Back in the late 1990s, it was already clear that the expected amount of LHC data

would far exceed the computing capacity at CERN alone. Distributed computing was
the sensible choice.

The first model proposed was MONARC (Models Of Networked Analysis at Regional
Centres for LHC Experiments), on which the experiments originally based their
computing models.

In September 2001, CERN Council approved the first phase of the LHC Computing Grid
project, led by Les Robertson of CERN’s IT department. From 2002 to 2005, staff at
CERN and collaborating institutes around the world developed prototype equipment
and techniques. From 2006, the LHC Computing Grid became the Worldwide LHC
Computing Grid (WLCG) as global computing centres became connected to CERN to
help store data and provide computing power.
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WLCG Tier Structure

WLCG uses a tier structure with the CERN data
centre as Tier-0. CERN sends out data to each of
the 11 major data centres around the world that
form the first level, or Tier-1.

Each Tier-1 site is then linked to a number of Tier-
2 sites, usually located in the same geographical
region.

Tier-2 sites
(about 140)

Tier-1 sites
10 Gbit/s links
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Datatag

DataTAG was one of the many projects that took care of
prototyping the different components of the Computing
Grid

DataTAG ran from 2002 to 2004 with the aim of testing
high speed network devices and improve performance
of data transfers over long distances.

Elise Guyot, Olivier Martin and Edoardo Martelli,
IT-CS members of DataTAG

DataTAG had a lab made of pair of routers provided by
Cisco, Juniper and Alcatel. The routers were installed at
CERN and at Starlight in Chicago. The two labs were
connected by a transatlantic link, which started at
2.5Gbps and was later upgraded to 10Gbps

Some DataTAG routers in the External Network area
of the B513 computer centre




First WLCG router at CERN

Juniper was initially selected as the
platform to connect the Tier0-Tierl links
because of being one of the first routers
supporting 10Gbs interfaces.

It was quite soon replaced by cheaper
ForcelO routers and sold to the second-
hand market

(csmi}f Martin Fluckiger (IT-CS-EN) install a linecard on a brand-new Juniper MX router.



The birth of LHCOPN

From the early 2005, the network teams of the Tier0 and Tierls sites and the Research and
Education Network providers (REN) started meeting regularly to design the architecture of the
network to connect the 11 Tierls to the TierO.

They designed a network with a star topology with CERN Tier0 in the centre.

The network was called LHC Optical Private Network, LHCOPN. The world Optical was
chosen because SURFnet wanted to highlight the use of innovative transmission technologies of
the time. Private Network because the use of the link was reserved to the 12 sites only to
transfer WLCG data.

The initial 11 Tierl sites were: CA-TRIUMF, DE-KIT, ES-PIC, FR-IN2P3, IT-INFN-CNAF, NDGF, NL-T1,
TW-ASGC, UK-RAL, US-BNL, US-FNAL.
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LHCOPN

LHCOPN: LHC Optical Private Network

Will be used to move the data produced by the experiments to the
Tier1 data centres all over the world.

Only the TierO-Tier1s traffic will be carried by this network.

Every Tier1 will have a main dedicated 10Gbps link to CERN
(lightpath) and a 10Gbps backup connection.

The lightpaths will be provided by Geant2 (Dante), Renater,

USLHCnet (Caltech) and several NRENs [National Research and
Education Network].

CERN
‘\/)I Slide from a presentation of LHCOPN to the IT-CS group meeting 7% of November 2005



LHCOPN
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LGC Network

The LCG network will interconnect the experiments and the server
farms (CPUs, Disks, Tapes).

The backbone consists in eight Force10 E1200. They are being
installed and configured in the Computer Center.

They will be interconnected with 10 times 10Gbps ethernet links.
The core will be able to forward 1.2Tbps

CERN —
@J Slide from a presentation of LHCOPN to the IT-CS group meeting 7% of November 2005



LHCOPN logo

The LHCOPN logo was designed in 2009 by Rosy Mondardini, WLCG communication person

LHCOPN
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LHCOPN 2010

LHCOPN

1G Canarie-Surivet
———

NDGF

L

109.105.124.0/22
193.10.122 23 P
193.10.124.0v24 w

10G Nordunet-Gean t

1
206.12.1.0/24
206.12.9.64'28

CA-TRIUMF

NL-T1

H‘1 26

145.100.32.0/22
145.100.17.0/28
AST104 -
194.171.96.128/25 1

16 USLHCnet+ESn=t

US-T1-BNL

130.199.185.0v24
130.199.48.0/23
130.199.54.0/24
192.12.15.06 24

US-FNAL-CMS

AS 3152
131.225.2.0/24
131.225.160. /24

131.225.184. Qv22
131.225.188.0v22
131.225.204 V22

FR-CCIN2P3
1

103.48.00.024 7

10G DFN-SWITCH-GARR

IT-INFN-CNAF
0

192.135.23.0/24
131.154.128.0/17

ES-PIC

— T0-T1 and T1-T1 traffic
o T 1-T1 traffic only

= = = Notdeployed yet
N (thick) >=10Gbps
s (thin) <10Gbps

B = Atice = Aas
=LHCb

fy#" = intemet ba chup available

p2p prefoc 192.16.166.0/24

edoardo martelifp cem. ch 20 100016




LHCOPN evolution

The topology later evolved in a star and a partial mesh, with direct links between some pairs of
Tierls.

In 2013 RU-KI and RU-JINR joined LHCOPN and in 2014 it was the time of KR-KISTI.

During the years the Tierl-Tierl links were discontinued, replaced by LHCONE.

The membership of the network didn’t change till 2023, when TW-ASGC announced the
decision to discontinue the Tierl role and disconnect from LHCOPN. At the same time three

new sites have started the procedure to become Tierl and are currently in the process to
connect to LHCOPN: PL-NCBJ, CN-IHEP. CH-LHEP (part of NDGF)
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LHCOPN 2017
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Evolving computing model

In 2010, during a successful Runl, the LHC experiment remarked that the network performed
much better than expected, and better than other computing components.

They decided to evolve the computing model, such that the Tier2s were no longer bound to
their closer Tierl Computing model evolution

The LHCOPN community was involved to
develop a network to better serve Tierls — S A -
and Tier2s
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https://indico.cern.ch/event/116636/

cw
\

N A

First community events

2010, June: Transatlantic connectivity Workshop at CERN
- Evolving computing models required better connectivity for Tier2s to reach any Tierl

2010, October 2010: LHCOPN meeting at CERN
- Tier2s connectivity WG mandate from LHCOPN community

2010. November-December: preparation of Tier2s connectivity proposals
- ESnet, GEANT, CERN+SURFnet work independently to prepare architecture proposals
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https://indico.cern.ch/event/116636/
https://indico.cern.ch/event/88883/
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Transatlantic connectivity workshop at CERN, 2010
David Foster IT-CS group leader) on the left, Artur Barczyk (Caltech) standing
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Transatlantic connectivity workshop at CERN, 2010
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LHCONE architectures

2011 January: Workshop on connectivity for Tier2s at CERN
- First T2s connectivity Technical Meeting
- Two proposals: distributed IXP (L2VPN), Federated VRFs (L3VPN)

2011:

- GEANT, ESnet, CERN, Internet2, SURFnet, NORDUnet implement together a L2VPN prototype
- main issues: loops, unused transatlantic links

2011, December: LHCONE architecture workshop at SARA
- L2VPN turns out to be too complicated in a multi-domain network. Dropped.
- New design proposed: multidomain L3VPN
- It’s a success. The main RENs implement their own LHCONE instance and peer together
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https://indico.cern.ch/event/116636/
https://indico.cern.ch/event/116636/
https://indico.cern.ch/event/159549/

First LHCONE meeting in Lyon, 2011

Three members of IT-CS: : pros , m
- David Foster (GL) : q -5 5 .
- John Shade

- Edoardo Martelli
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LHCONE L3VPN, January 2012

LHCONE High-level Architecture
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LHCONE

Layer3 VPN proposal presented during the workshop during the LHCONE meeting at the Internet?2 offices in Washington DC
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https://indico.cern.ch/event/160533/contributions/1407443/attachments/184393/259157/20120130_LHCONE_Current_and_future_VRF.pdf
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LHCONE evolution

2013, January: LHCONE extends to Asia
- ASGC implement a VRF and reach the other VRFs via Netherlight (SURFnet)

2018, LHCONE extends to South America
- RNP implements the LHCONE VRF for the Brazilian Tier2s

Over the years, other High Energy Physics collaborations and experiment has joined LHCONE,
mostly because many of their sites were already connected to LHCONE. As of today, these
collaborations are part of LHCONE: Bellell, DUNE, JUNO, NOVA, Pierre Auger Observatory,
US-ATLAS, US-CMS, XENON and obviously WLCG

23


https://indico.cern.ch/event/116636/

to CERN  SINET to Amsterdam

to GEANT

 CERN

0 GEANT Geneva, to GEANT Amsterdam _ asacto GEANT Amsterdam,

IHEP, CAS
IHEP Beijing.
LHCbT1
CMS T2, ATLAS T2

NaLoL

_——
CANARIE
- Canada
To: SINET, i
Esnet, Internet2 Hle D0 T ontreal
TRIUNY T1 ',
by
TRI \‘

North America ™

Startighy

Ty,
o4,
o 0
ey

Vs

0rNY

To GEANT, Pars

To GEANT, London

&
R0,
ey

MAN LAN
(New York)

Internet2, CERN, ESnet,
NORDUnet, CANARIE

R &

Z
7

o

Qo

3

(a8ueyae
paanquisip)

s:
Connector network or institution — ——sss <100G=1.5pt, 1006545(, 200G=5pt,
.5p

provides, e.g., an L2 path between
VRFs.

Jon=
Provider network PoP router  singAREN/NsCC

WLCG sites that are
not connected to LHCONE

400G=6pt, 800G=

site

Future site

9 Exchange point

Underlined link information
indicates link provider, not use

Double dash outline indicates distributed

s SINET, Japan, global ring == KREONet2, Korea

ASGC, Taiwan

ESnet transatlantic, USA
NICT/NCCC/ SingAREN

" ANA-300/400 - Various links provided by CANARIE, ESnet,
GEANT, Internet2, NORDUnet, SURFnet, SINET.IU/NSF

BELLA: GEANT, etal,
RedCLARA, et al

JUNO JUNO

3
g ot
= — e,
H . KREONet2 5E L
1 ig.2 Korea S
R Lorea peer H
3% A 5 To CsTNET
$8%5 en, ! o Global Research Platform Network (GRPnet) et 0
i2e% = —— £
2232 £ ESnet (same vrr a: £
T B257 rose, BoacWave/ £ USA Esnet Europe)
€ g5 o ¥ BNL StarlLight
g (seattle) £ g
S Seattle o Peer: §&¢ AIASTY (Chicago)
5 ) esner Kkoner2 NS 5 & selle 171 Toasec,
= SF5 KREONet2, ASGC, Esnet, |
s o RO NER: CANAREE CANARIE, KR
] K £& & cMs-T3 GEANT, GARR, CSTNET
) gL o0&
& Bojpg ]
P 00@‘? : fvo%u":: VLW"::A,., g
&S Peer: internerz Peer, Pty G T2 o 2
UNL, Wisc, A6LTa, g oy o A, Y J
9| UCHi, 1U, Purdue, Y ey Mo
o V| UT Arlington, Uiuc, o B % " oty Ly
3 3 2x(2x1006) %% © n, e o
<l 3 GPN B,
£ & EARN
¥ Est & e
EN T N
HKIX Tk e
Hong Kong SEES:
(HARNET), SEEZF AGLT2 "
ARE| o um s S
\\ Taiwan PacWave! =EE e
N 13 TW ASGC (Sunnyvale) aatr 2ES MREN 3
NTU Taiwan = e (Chicago) 2
o UcsD,ucsd
= 2
3l £ g 7., uic
g e F P NG
® ot - & ’k,‘.)
% UChi ; L) UNL )
L g 5 & T3
& i & (MwT2) & Indiana
N B 2 I To Esnet
Pakist : S 3‘ 2 i FoX T Gigapor
Eakistan Singapore + E To ESnet ucsb TS
NCP-LCG2
Peers: MWT2]
PR-CIIT ASGC, SINET, JGN, To ESnet $
ASGC to TEIN, AARKiet, ‘asac A
Amsterdam GEANT Q PacWave To: Interetz,
~— Internet2 B ND
=T cenic | cusrs
- S (Los Angeles) 4008 SINET, e
et Mossuns. / ToMARLAN oA
s s SnaaR, GEANTL = = e To ESnet Sess e
$ Internet2, Internet2 L «
S TransPAC S USAT "
S
NKN ===
Lincoln U, PURDUE, IUPUI,
—
z U and Pari via ANA-400
5 klahom:
(sWT2) LEAR
\ ATLAS T2 TACC (Texas Net
AARNet e Y0 :
Australia cupl = Panama
H Mexico Arlington'
ASIa COMNETS (oheS
ATLAS-T2
= [New Zealan ALICET2
LHCONE Map Ver. 8.0, 2023-10-17 — WE. , ESnet, wej infrastructure by provider/collaboration b
LHCONE VRF domain/aggregator NREN/site router at exchange point M—var] — SINET
- A provider network. Communication links: = AARNet NORDUnet
S GEANT KIAE, Russia

CNAF-TL LHC Tier 1 ATLAS and CMS
UChi LHC Tier 2/3 ATLAS and CMS
KEK Bellell Tier 1/2

PTTA / ANS
(S&o Paulo)
(Academic Tra

Exchange poin

Lisbon

NOTES

S | UK
fFion
_HEP.
SouthGrid
RAL-LCG2
s
ATLASTL
LHEb-T1
ALICETL
A |
wst >
b £ v
2 )
NetherLight
(Amsterdam)

ASGC, CERNLight, NORDUnet2,
GEANT, RU-VRF/KIAE, SINET, NL-

T1, KREONet2;
INSCC NL, ESnet, PSNC, Internet2

[ H
.

g

%@*

SAMPA

ATLAS T2

LHCb T2, AUCE T:

NP/IPE / ANSP
Brazil [HEPGRID|
El UE

sPRACI
cMs T2

1) ONLY links involved in LNg@NE are shEu ro
2) LHCOPN links are not sho his di

3) For map explanation see “Intery e
https://www.dropbox.com/sh/padxfo58] =
4) GEANT and CANARIE have shutdown the peering between their VRF and KIAE, as
aresult of the Ukraine war.

PR

»“Vm

ONE L3VPN: A global infrastructure for High Energy Physics data analysis (LHC, Belle I, Pierre Auger Observatory, NOvA, XENON, JUNO)

khe Via MAN Lay
LHCB-TL
ALCETL
ATLASTL
NL-TL
Netherlands -3¢

D;b'inJ Amsterdam
| sciner
London
o
GAE p
g &
<
%
o,
%
G,
S

EANT Open| | ™ ascca,

(London)
GEANT, CANARIE,
NORDUnet, SINET

oa Esnet [
g% ge
5 % §f
=4 ESnet

London CERN/
mﬁ Geneva
Sty

—

PIONIER NCB)J
olan

AGH Krakow,
U.Warsaw

LHCb T1
CmS-T2

1CM-PUB!

GEANT
NORDUnet

:

o
pe

s
esnet

Bellell

N Frankfurt

Vienna
i
=

2z

Geneva

Esney
GaRg

Milan

RENATER

)

cARR|

)

gsnet.

Esnet

Ukraine
pesy \ 6! Kharkov-KIPT
Belle Il

CESNET
Czechia
prague_cesnet_lcg2,
FZU/praguelcg2

Prague %%

SANET
Slovakia

e
it
e

P

CERN-TO
CERN-TL

BEgrid-ULB-VUB. Vi
BelGrid-UCL

(Rio de Janeiro)
LHCb T2, ALICE T3

pe

g
CMS T2, b

FCCN
Portugal

SWITCH

LPNHE, LAL,
IPNO, IRFU,

GRIF

CEA

CNAE
HCTL e

INFN

CIEMAT-LCG2,
L1cG2

Bari, Catania,

i

W

SIGNETxx

P

Bulgaria

INFn Frascati, Legnaro,
Pisa, Napoli _Milano, Romat,

SUGrid
CMS T3

oEduNe
Romania
UAICxx, 1SS,
NIHAM,
ITIM, NIPNEX3,

Budapet

EANT,

LAKBII

Turkey
[ Tubitak|
ATLAS T

1

T Ty
Jdi Arabia |
1

b

v

2LINOIYN

0AyoL 01 1INIS

Suifiag 03 INVID

‘NI3L ‘PPNYVY
2Jodesuls

eIpul ‘N)IN
YdiL

ealoy

aiodesuis ein
uemie] J9SY



LHCONE logo

The LHCONE logo was designed around 2012 by Artur Barczyk, Caltech network architect
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Questions?

edoardo.martelli@cern.ch
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