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SuperKEKB                         Belle II

injector 

to Linac
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The Belle II Collaboration

26 countries/regions,   ~120 institutions,   ~1000 collaborators

The Belle II Collaboration
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Belle II

Belle II has been in 
operation through the 
Pandemic era, with 
modified working mode 
in accordance with the 
anti-pandemic policy. 

peak luminosity 
world record

4.7 × 1034 cm−2s−1

Collected luminosity before LS1 (2019-2022)
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Belle II Physics Mind-map

Image courtesy of Tom Browder
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• only two  mesons in the final 

state

• Since the initial state is clearly 
determined, fully accounting 
one  ( ) makes it possible 
to constrain the accompanying 

 ( )

• Having a single missing particle 
(e.g. ) is usually as clean as 
getting all particles measured

• The price to pay is a big drop of 
efficiency ( ) 

e+e− → Υ(4S) → BB
B

B Btag

B Bsig

ν

< 𝒪(1%)

How to handle a missing particle at Belle II?
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ALP search at Belle II



Search for ALPs at Belle II

• Search for axion-like particles in  


for  (i.e.  final state) and invisible (i.e.    )


• use 2018 data of Belle II with 


✓ use 10% data for optimization and measure with 

• -dependent  threshold


✓ 1.0 GeV for  GeV,  and 0.65 GeV for  GeV,

• Require 


✓ study Data sideband with 

e+e− → γa
a → γγ 3γ a → γ+

∫ ℒdt = (496 ± 3) pb−1

445 pb−1

ma Eγ

ma ≤ 4 ma > 4

0.88 ≤ M3γ / s ≤ 1.03
M3γ / s ≤ 0.88

13

/m
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defined in the laboratory frame unless otherwise spec-
ified. Photon candidates are reconstructed from ECL
clusters with no associated charged tracks. We select
events with at least three photon candidates with en-
ergy E� above 0.65GeV (for ma > 4GeV/c2) or 1.0GeV

(for ma  4GeV/c2). This ALP-mass-dependent thresh-
old is used to avoid shaping e↵ects on the background
distribution in the mass fit range. The following selec-
tion variables are not dependent on the ALP mass. All
three photon candidates must be reconstructed with po-
lar angles 37.3 < ✓� < 123.7 �. This polar-angle region
provides the best calorimeter energy resolution, avoids
regions close to detector gaps, and o↵ers the lowest beam
background levels. If more than three photons pass the
selection criteria, we select the three most energetic ones
and the additional photons are ignored in the calcula-
tion of any variables. This occurs in fewer than 0.2% of
all events. We reduce contamination from beam back-
grounds by requiring that each photon detection time ti
is compatible with the average weighted photon time

t̄ =

P3
i=1(ti/�t2i )P3
j=1(1/�t2j )

,

where �ti is the energy-dependent timing range that in-
cludes 99% of all signal photons, and is between 3 ns
(high E�) and 15 ns (low E�). The requirement is
|(ti � t̄)/�ti| < 10, which is insensitive to global time
o↵sets. The invariant mass M��� of the three-photon
system must satisfy 0.88

p
s  M���  1.03

p
s to elim-

inate kinematically unbalanced events coming from cos-
mic rays, beam-gas backgrounds, or two-photon pro-
duction. We reject events that have tracks originating
from the interaction region to suppress background from
e+e� ! e+e��. We require a ✓� separation between
any two photons of �✓� > 0.014 rad, or an azimuthal
angle separation of ��� > 0.400 rad to reduce back-
ground from photon conversions outside of the track-
ing detectors. Following a data-sideband analysis using
M��� < 0.88

p
s, we additionally apply a loose selection,

based on a multivariate shower-shape classifier that uses
multiple Zernike moments [27], on the most isolated of
the three photons. This criterion reduces the number of
clusters produced by neutral hadrons and by particles
that do not originate from the interaction point. The
selection procedure results in three ALP candidates per
event from all possible combinations of the three selected
photons.

The resulting M2
recoil and M2

�� distributions are shown
in Fig. 1 together with the stacked contributions from the
luminosity-normalized simulated samples of SM back-
grounds. The expected background distributions are
dominated by e+e� ! ��� with a small contribution
from e+e� ! e+e�� due to tracking ine�ciencies. We
find contributions from cosmic rays, assessed in data-

taking periods without colliding beams, neither signif-
icant nor peaking in photon energy or invariant mass.
The data shape agrees well with simulation except for
a small and localized excess seen in the low-mass region
M2

�� < 1GeV2/c4. The excess is broad (see the inset
in Fig. 1 (b)) and not consistent with an ALP signal, for
which we expect a much smaller width in this region (see
the inset in Fig. 2). As described later, the signal extrac-
tion does not directly depend on the background predic-
tions because we fit the background only using data, thus
any discrepancy between data and simulation has little
impact on the result. Triggers based on 1GeV threshold
energy sums in the calorimeter barrel are found to have
"trg = 1.0 for the ALP selection, based upon studies of
radiative Bhabha events.

FIG. 1. M2
recoil distribution (a) and M2

�� distribution (b)
together with the stacked contributions from the di↵erent
simulated SM background samples. For M2  16 GeV2/c4,
the selection is E� > 1.0 GeV; for M2 > 16 GeV2/c4, it
is E� > 0.65 GeV. Simulation is normalized to luminos-
ity. The inset in (b) shows a zoom of the low-mass region
M2

�� < 1GeV2/c4.

The ALP selection e�ciency is determined using large
simulated signal samples, and varies smoothly between
20% (low ma) and 34% (high ma). The number of can-
didates in data is 3.6 ± 0.9% (4.2 ± 1.1%) higher than

6

in the simulation for the E� > 0.65GeV (E� > 1.0GeV)
selection. No correction is applied and we assign the sum
of the full di↵erence and its uncertainty as a systematic
uncertainty for the selection e�ciency. We assess the
di↵erence in the photon-energy reconstruction between
data and simulation by using radiative muon-pair events
in which we compare the predicted recoil energy calcu-
lated from the muon-pair momenta with the energy of
the photon candidate. We correct for the observed linear
energy bias that ranges from 0 (low energy) to 0.5% (high
energy). We vary the energy selection by ±1% and the
angular-separation selection by the approximate position
resolution of ± 5mrad, and take the respective full di↵er-
ence in the signal selection e�ciency with respect to the
nominal selection as a systematic uncertainty. We add
these three uncertainties in quadrature assuming no cor-
relations amongst them. The total relative uncertainty
due to the selection e�ciency is approximately 5.5% for
ALP masses above 0.5GeV/c2, and increases to approx-
imately 8% for the lightest ALP masses considered. As
additional systematic checks we vary the photon-timing
selection by ±1 and the shower-shape classifier selection
by ± 5% to account for possible between data and sim-
ulation samples, the invariant mass M��� selection by

± 0.002GeV/c2 to account for uncertainties in the beam
energy, and the polar-angle-acceptance selection by prop-
agating the e↵ect of a ±2mm shift of the interaction
point relative to the calorimeter to account for maximal
possible misalignment of the ECL. For all of these checks,
we find that they have a negligible e↵ect on the signal se-
lection e�ciency, so we do not associate any systematic
uncertainty with them.

We extract the signal yield as a function of
ma by performing a series of independent binned
maximum-likelihood fits. We use 100 bins for each
fit range. The fits are performed in the range
0.2 < ma < 6.85GeV/c2 for the M2

�� spectrum, and in
the range 6.85 < ma < 9.7GeV/c2 for the M2

recoil spec-
trum. The resolution of M2

�� worsens with increasing
ma, while that of M2

recoil improves with increasing ma

(see Fig. 2). The transition between M2
�� and M2

recoil fits
is determined as the point of equal sensitivity obtained
using background simulations.

The signal probability density function (PDF) has
two components: a peaking contribution from cor-
rectly reconstructed signal photons and a combinatorial-
background contribution from the other two combina-
tions of photons. We model the peaking contribution
using a Crystal Ball (CB) function [28]. The mass-
dependent CB parameters used in the fits to data are
fixed to those obtained by fitting simulated events. For
the simulated M2

recoil distribution, the CB mean is found
to be unbiased. For the simulated M2

�� distribution, we
observe a linear bias of the CB mean of about 0.5% re-
sulting from the combination of two photons with asym-
metric reconstructed-energy distributions. This bias is

FIG. 2. M2
�� and M2

recoil resolutions with uncertainty as a
function of ALP mass ma. The inset shows a zoom of the
low-mass region ma < 1GeV/c2.

determined to have negligible impact on the signal yield
and mass determination; therefore, no attempt to cor-
rect for it is made. Combinatorial-background contri-
butions from the wrong combinations of photons in sig-
nal events are taken into account by adding a mass-
dependent, one-dimensional, smoothed kernel density es-
timation (KDE) [29] PDF obtained from signal simula-
tion. The fits are performed in steps of ma that cor-
respond to half the CB width (�CB) for the respective
squared mass. This results in a total of 378 fits to the
M2

�� distribution and 124 fits to the M2
recoil distribu-

tion. CB signal parameters are interpolated between the
known simulated masses, and the KDE shape is taken
from the simulation sample generated with the closest
value of ma to that assumed in the fit.
The photon-energy resolution �(E�)/E� in simulation

is about 3% for E� = 0.65GeV and improves to about
2% for E� > 1GeV. Using the same muon-pair sample
as used for the photon-energy bias study, we find that the
photon energy resolution in simulation is better than that
in data by at most 30% at low energies. Therefore, we ap-
ply an energy-dependent additional resolution smearing
to our simulated signal samples before determining the
CB resolution parameter �CB; we assume conservatively
that the full observed di↵erence between data and simu-
lation is due to the photon-energy-resolution di↵erence.
We assign half of the resulting mass-resolution di↵er-
ence as a systematic uncertainty. The e↵ect of a ±2mm
shift of the interaction point relative to the calorimeter
is found to have a negligible impact on the the mass res-
olution and is not included as a systematic uncertainty.
We describe the backgrounds by polynomials of the

minimum complexity consistent with the data features.
Polynomials of 2nd to 5th order are used: 2nd for 0.2 <
ma  0.5GeV/c2, 4th for 0.5 < ma  6.85GeV/c2, and
5th for 6.85 < ma  9.7GeV/c2. The background poly-

M2 resolution

<latexit sha1_base64="DV+C4RLzji1o3f/sYFnxg/Wks3I=">AAACI3icbVDLSsNAFJ3UV62vqEs3g63gqiRFUHdFN26ECvYBbSyTyU07dPJgZlIooX/itv6MO3Hjwj9x4aTNwrYeGDic+zpz3JgzqSzryyhsbG5t7xR3S3v7B4dH5vFJS0aJoNCkEY9ExyUSOAuhqZji0IkFkMDl0HZH91m9PQYhWRQ+q0kMTkAGIfMZJUpLfdOsPL7UKliAjHiykMpW1ZoDrxM7J2WUo9E3f3peRJMAQkU5kbJrW7FyUiIUoxympV4iISZ0RAbQ1TQkAUgnnTuf4guteNiPhH6hwnP170RKAikngas7A6KGcrWWif/WpLYyBG/pfEqH2hWIFU/Kv3FSFsaJgpAuLPkJxyrCWWDYYwKo4hNNCBVM/wpnewjVm2RJx2WvhrNOWrWqfVW9faqV63d5cEV0hs7RJbLRNaqjB9RATUTRGL2iGXozZsa78WF8LloLRj5zipZgfP8C3HKkpQ==</latexit>

• fit  for  GeV, and

• fit  for  GeV,

• Look for resonance in the fit

M2
γγ 0.2 < ma < 6.85

M2
rec ma > 6.85

PRL 125, 161806 (2020)
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FIG. 5. Upper limit (95% CL) on the ALP-photon cou-
pling from this analysis and previous constraints from electron
beam-dump experiments and e+e� ! �+invisible [6, 9], pro-
ton beam-dump experiments [8], e+e� ! �� [10], a photon-
beam experiment [11], and heavy-ion collisions [12].

10�3. These limits are almost one order of magnitude
more restrictive than existing limits from LEP [10]. In
the future, with increased luminosity, Belle II is expected
to improve the sensitivity to ga�� by more than one order
of magnitude [6].
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nomial parameters are not fixed by simulation but are
free parameters of each data fit. Each fit is performed in
a mass range that corresponds to �20�CB to +30�CB for
M2

�� , and �25�CB to +25�CB for M2
recoil. In addition,

the fit ranges are constrained between M2
�� > 0GeV2/c4

and M2
recoil < 100.5GeV2/c4. The choice of the order of

background polynomial and fit range is optimized based
on the following conditions: giving a reduced �2 close
to one, providing locally smooth fit results, and being
consistent with minimal variations between adjacent fit
ranges. Peaking backgrounds from e+e� ! P� are very
small compared to the expected statistical uncertainty
on the signal yield and found to be modeled adequately
by the polynomial background PDF.

The systematic uncertainties due to the signal e�-
ciency and the signal mass resolution are included as
Gaussian nuisance parameters with a width equal to the
systematic uncertainty. The systematic uncertainty due
to the background shape, which is the dominant source
of systematic uncertainty, is estimated by repeating all
fits with alternative fit ranges changed by ±5�CB and
with the polynomial orders modified by ±1. For each
mass value ma, we report the smallest of all signal signif-
icance values determined from each background model.
The local significance including systematic uncertainties
is given by S =

p
2 ln(L/Lbkg), where L is the maximum

likelihood for the fit, and Lbkg is the likelihood for a fit to
the background-only hypothesis. The local significances,
multiplied by the sign of the signal yield, are shown in
Fig. 3. The largest local significance, including system-
atic uncertainties, is found near ma = 0.477GeV/c2 with
a value of S = 2.8�.

FIG. 3. Local signal significance S multiplied by the
sign of the signal yield, including systematic uncertainties,
as a function of ALP mass ma. The vertical dashed lines
indicate (from left to right) changes in the default back-
ground PDF (0.5GeV/c2), in the photon energy selection cri-
teria (4.0GeV/c2), and in the invariant-mass determination
method (6.85GeV/c2).

By dividing the signal yield by the signal e�ciency

and the integrated luminosity, we obtain the ALP cross
section �a. We compute the 95% confidence level (CL)
upper limits on �a as a function of ma using a one-sided
frequentist profile-likelihood method [30]. For eachma fit
result, we report the least stringent of all 95% confidence
level (CL) upper limits determined from the variations of
background model and fit range. We convert the cross-
section limit to the coupling limit using

�a =
g2a��↵QED

24

✓
1�

m2
a

s

◆3

,

where ↵QED is the electromagnetic coupling [6]. This
calculation does not take into account any energy de-
pendence of ↵QED and ga�� itself [31]. An additional
0.2% collision-energy uncertainty when converting �a to
ga�� results in a negligible additional systematic uncer-
tainty. Our median limit expected in the absence of a
signal and the observed upper limits on �a are shown
in Fig. 4. The observed upper limits on the photon cou-
plings ga�� of ALPs, as well as existing constraints from
previous experiments, are shown in Fig. 5. Additional
plots and numerical results can be found in the Supple-
mental Material [32]. Our results provide the best limits
for 0.2 < ma < 5GeV/c2. This region of ALP param-
eter space is completely unconstrained by cosmological
considerations [33]. The remaining mass region below
0.2GeV/c2 is challenging to probe at colliders due to the
poor spatial resolution of photons from highly boosted
ALP decays, and irreducible peaking backgrounds from
⇡0 production.

FIG. 4. Expected and observed upper limits (95% CL) on
the ALP cross section �a. The vertical dashed lines are the
same as those in Fig. 3.

In conclusion, we search for e+e� ! �a, a ! �� in the
ALP mass range 0.2 < ma < 9.7GeV/c2 using Belle II
data corresponding to an integrated luminosity of
445 pb�1. We do not observe any significant excess of
events consistent with the signal process and set 95%CL
upper limits on the photon coupling ga�� at the level of
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p
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FIG. 3. Local signal significance S multiplied by the
sign of the signal yield, including systematic uncertainties,
as a function of ALP mass ma. The vertical dashed lines
indicate (from left to right) changes in the default back-
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pendence of ↵QED and ga�� itself [31]. An additional
0.2% collision-energy uncertainty when converting �a to
ga�� results in a negligible additional systematic uncer-
tainty. Our median limit expected in the absence of a
signal and the observed upper limits on �a are shown
in Fig. 4. The observed upper limits on the photon cou-
plings ga�� of ALPs, as well as existing constraints from
previous experiments, are shown in Fig. 5. Additional
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0.2GeV/c2 is challenging to probe at colliders due to the
poor spatial resolution of photons from highly boosted
ALP decays, and irreducible peaking backgrounds from
⇡0 production.
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the ALP cross section �a. The vertical dashed lines are the
same as those in Fig. 3.
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ALP mass range 0.2 < ma < 9.7GeV/c2 using Belle II
data corresponding to an integrated luminosity of
445 pb�1. We do not observe any significant excess of
events consistent with the signal process and set 95%CL
upper limits on the photon coupling ga�� at the level of
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0 &∗ Measurement

2023/07/18 K. Kojima (on behalf of the Belle II Collaboration) / Lepton Photon 2023

We perform the first measurement of                                         at Belle II.4 5∗ = ℬ 7! → 5∗2*&̅+
ℬ 7! → 5∗ℓ*&̅ℓ

• +meson pairs are reconstructed using the hadronic + tagging method.
• <∗ mesons are reconstructed through <∗* → <)>*/<*>), and <∗) → <)>), 

and @ decays are reconstructed leptonically via @ → ABB̅/DBB̅.

• The yields of ;+ → <∗@&B̅1 and ;+ → <∗ℓ&B̅ℓ modes are extracted simultaneously 
among three <∗ modes by fitting 62344

' and :567 in two dimensions. 
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Post-fit distributions for U∗$ → U5W$ 1.5 < -)*++
' < 6.0 GeV/3' '

2. :567: A linear sum of the energy of calorimeter clusters not used for the + ;+ reconstruction
1. 62344

' ≡ G8687 − G-89: − G9∗ − Gℓ
'
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NewforLP2023

 from Belle IIR(D*)
First  result from Belle II


Analysis features

• Use hadronic B-tagging with FEI (slide 64)

• leptonic  decays, 

• three  modes:  and 

Signal ( ) & Normalization ( )

• extracted simultaneously

• by fitting 2D  

R(D*)

τ τ+ → ℓ+νℓν̄τ

D* D*+ → D0π+, D+π0 D*0 → D0π0

B → D*τ+ν B → D*ℓ+ν

(M2
miss, EECL)

17

R(D*) ≡
ℬ(B → D*τ+ν)
ℬ(B → D*ℓ+ν)

New for July, 2023

Preliminary

M2
miss ≡ (pe+e− − pBtag

− pD* − pℓ)2

EECL = extra energy (unmatched) in the 
EM calorimeter



Studies of missing-energy final states at Belle II                Youngjoon Kwon (Yonsei U.)                 PNU-IBS 2023

First  result from Belle II


Analysis features

• Use hadronic B-tagging with FEI (slide 64)

• leptonic  decays, 

• three  modes:  and 

Signal ( ) & Normalization ( )

• extracted simultaneously

• by fitting 2D  

R(D*)

τ τ+ → ℓ+νℓν̄τ

D* D*+ → D0π+, D+π0 D*0 → D0π0

B → D*τ+ν B → D*ℓ+ν

(M2
miss, EECL)

 from Belle IIR(D*)
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New for July, 2023
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Figure 6.1: The 2D PDFs of EECL and M2

miss
from B ! D⇤⌧�⌫⌧ (left) , B ! D⇤`�⌫` (middle) , and B ! D⇤⇤`�⌫`

(right). The z-axis corresponds to an arbitrary normalization to demonstrate the shape di↵erence in the
distributions.

R(D⇤) =
B(B ! D⇤⌧�⌫)

B(B ! D⇤`�⌫)
(` = e, µ)

=
ND⇤⌧⌫

(ND⇤`⌫/2)
· "D

⇤`⌫

"D⇤⌧⌫
(6.1)

where ND⇤⌧(`)⌫ is the observed number of D⇤⌧(`)⌫ can-474

didates in the data and "D⇤⌧(`)⌫ is the reconstruction475

e�ciency of correctly reconstructed B ! D⇤⌧(`)⌫ can-476

didates. The factor of 2 in the denominator averages477

the summed yield from two modes with light leptons,478

` 2 {e, µ}. We assume isospin symmetry for charged479

and neutral B meson decays and set R(D⇤) = R(D⇤0) =480

R(D⇤+). Here, the reconstruction e�ciencies are defined481

as482

"D⇤⌧⌫(D⇤`⌫) =
N rec

D⇤⌧⌫(D⇤`⌫)

Ngen

D⇤⌧⌫(D⇤`⌫)

, (6.2)483

where N rec

D⇤⌧(`)⌫ and Ngen

D⇤⌧(`)⌫ are the number of recon-484

structed and generated D⇤⌧(`)⌫ decays in the MC, re-485

spectively.486

The fit includes some parameters that are uncon-487

strained and others subject to Gaussian constraints. We488

define four event categories in the fit and additionally489

divide the background events with a correctly recon-490

structed D⇤ candidate into five sub-categories. The491

yields of each category or sub-category are parameter-492

ized as follows.493

1. Signal events:494

The yield ND⇤⌧⌫ is parameterized by Eq. (6.3).495

ND⇤⌧⌫ = R(D⇤) · ND⇤`⌫

2
· "D

⇤⌧⌫

"D⇤`⌫
. (6.3)496

The yield is floated freely, the reconstruction e�-497

ciencies of the signal and the normalization events498

are nuisance parameters constrained by the MC ex-499

pectations.500

2. Signal events with a mis-identified lepton candi-501

date:502

B ! D⇤⌧�⌫⌧ candidates accompanying a fake lep-503

ton candidate from the tau decay which passes lep-504

ton ID requirement can also be considered as signal505

events. The yield N `-misID

D⇤⌧⌫ is fixed relative to the506

yield ND⇤⌧⌫ using the ratio determined in the MC.507

3. Normalization events:508

The yield ND⇤`⌫ is parameterized for neutral and509

charged B modes based on their branching frac-510

tions, reconstruction e�ciency ("D⇤`⌫), NBB , and511

the branching factions of ⌥(4S) ! B0B0 (f00),512

where f00 = 0.486± 0.012 [39]. The yield is floated513

freely, but f00, NBB , and "D⇤`⌫ are constrained nui-514

sance parameters.515

4. Background events with a correctly reconstructed516

D⇤ candidate: The B ! D⇤⇤`�⌫ yield (ND⇤⇤`⌫)517

is allowed to vary since the branching fractions are518

not measured, while the hadronic B decay yield519

(NHad.B), B0 $ B+ cross feeds of semileptonic B520

decay yield (NBCF), continuum event yield (Nqq),521

and other background event yield (Nother) are fixed522

to the MC value.523

5. Background events with a fake D⇤ candidate:524

The yield NFakeD⇤ is floated with a constraint given525

by the calibration factor determined in the �MD⇤526

fits.527

The treatment of fit parameters is summarized in Ta-528

ble 6.1. B(B0 ! D⇤+`�⌫`) is common to the fit cate-529

gories of D⇤+ ! D0⇡+ and D⇤+ ! D+⇡0. The other530

parameters are floated independently in each D⇤ mode.531

In total 6 parameters are floated as shown in Table 6.1,532

11 nuisance parameters are constrained in the fit, addi-533

tionally.534

The PDFs used in the fit are constructed from MC535

template distributions. The existence of empty bins in536

the templates introduces potential biases in the determi-537

nation of the signal yield due to limited size of the sim-538

ulation samples. An adaptive kernel density estimation539

(KDE) [40] method is used to estimate the probability540

density in those empty bins, and the KDE is applied to541
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(right). The z-axis corresponds to an arbitrary normalization to demonstrate the shape di↵erence in the
distributions.
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didates in the data and "D⇤⌧(`)⌫ is the reconstruction475
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D⇤⌧⌫ is fixed relative to the506

yield ND⇤⌧⌫ using the ratio determined in the MC.507
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not measured, while the hadronic B decay yield519

(NHad.B), B0 $ B+ cross feeds of semileptonic B520
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template distributions. The existence of empty bins in536
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ulation samples. An adaptive kernel density estimation539

(KDE) [40] method is used to estimate the probability540

density in those empty bins, and the KDE is applied to541

6

0

0.005

0.01

0.015

0.02

0.025

0.03

ντ D*→B  simulation           BelleII

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
 [GeV]ECLE

2−

0

2

4

6

8

10

]2 )2 c
 [(

G
eV

/
2 m

is
s

M

ντ D*→B  simulation           BelleII

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

ν D*l→B  simulation           BelleII

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
 [GeV]ECLE

2−

0

2

4

6

8

10

]2 )2 c
 [(

G
eV

/
2 m

is
s

M

ν D*l→B  simulation           BelleII

0

0.005

0.01

0.015

0.02

0.025

0.03
ν D**l→B  simulation           BelleII

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
 [GeV]ECLE

2−

0

2

4

6

8

10

]2 )2 c
 [(

G
eV

/
2 m

is
s

M

ν D**l→B  simulation           BelleII

Figure 6.1: The 2D PDFs of EECL and M2

miss
from B ! D⇤⌧�⌫⌧ (left) , B ! D⇤`�⌫` (middle) , and B ! D⇤⇤`�⌫`

(right). The z-axis corresponds to an arbitrary normalization to demonstrate the shape di↵erence in the
distributions.

R(D⇤) =
B(B ! D⇤⌧�⌫)

B(B ! D⇤`�⌫)
(` = e, µ)

=
ND⇤⌧⌫

(ND⇤`⌫/2)
· "D

⇤`⌫

"D⇤⌧⌫
(6.1)

where ND⇤⌧(`)⌫ is the observed number of D⇤⌧(`)⌫ can-474

didates in the data and "D⇤⌧(`)⌫ is the reconstruction475

e�ciency of correctly reconstructed B ! D⇤⌧(`)⌫ can-476

didates. The factor of 2 in the denominator averages477

the summed yield from two modes with light leptons,478

` 2 {e, µ}. We assume isospin symmetry for charged479

and neutral B meson decays and set R(D⇤) = R(D⇤0) =480

R(D⇤+). Here, the reconstruction e�ciencies are defined481

as482

"D⇤⌧⌫(D⇤`⌫) =
N rec

D⇤⌧⌫(D⇤`⌫)

Ngen

D⇤⌧⌫(D⇤`⌫)

, (6.2)483

where N rec

D⇤⌧(`)⌫ and Ngen

D⇤⌧(`)⌫ are the number of recon-484

structed and generated D⇤⌧(`)⌫ decays in the MC, re-485

spectively.486

The fit includes some parameters that are uncon-487

strained and others subject to Gaussian constraints. We488

define four event categories in the fit and additionally489

divide the background events with a correctly recon-490

structed D⇤ candidate into five sub-categories. The491

yields of each category or sub-category are parameter-492

ized as follows.493

1. Signal events:494

The yield ND⇤⌧⌫ is parameterized by Eq. (6.3).495

ND⇤⌧⌫ = R(D⇤) · ND⇤`⌫

2
· "D

⇤⌧⌫

"D⇤`⌫
. (6.3)496

The yield is floated freely, the reconstruction e�-497

ciencies of the signal and the normalization events498

are nuisance parameters constrained by the MC ex-499

pectations.500

2. Signal events with a mis-identified lepton candi-501

date:502

B ! D⇤⌧�⌫⌧ candidates accompanying a fake lep-503

ton candidate from the tau decay which passes lep-504

ton ID requirement can also be considered as signal505

events. The yield N `-misID

D⇤⌧⌫ is fixed relative to the506

yield ND⇤⌧⌫ using the ratio determined in the MC.507

3. Normalization events:508

The yield ND⇤`⌫ is parameterized for neutral and509

charged B modes based on their branching frac-510

tions, reconstruction e�ciency ("D⇤`⌫), NBB , and511

the branching factions of ⌥(4S) ! B0B0 (f00),512

where f00 = 0.486± 0.012 [39]. The yield is floated513

freely, but f00, NBB , and "D⇤`⌫ are constrained nui-514

sance parameters.515

4. Background events with a correctly reconstructed516

D⇤ candidate: The B ! D⇤⇤`�⌫ yield (ND⇤⇤`⌫)517

is allowed to vary since the branching fractions are518

not measured, while the hadronic B decay yield519

(NHad.B), B0 $ B+ cross feeds of semileptonic B520

decay yield (NBCF), continuum event yield (Nqq),521

and other background event yield (Nother) are fixed522

to the MC value.523

5. Background events with a fake D⇤ candidate:524

The yield NFakeD⇤ is floated with a constraint given525

by the calibration factor determined in the �MD⇤526

fits.527

The treatment of fit parameters is summarized in Ta-528

ble 6.1. B(B0 ! D⇤+`�⌫`) is common to the fit cate-529

gories of D⇤+ ! D0⇡+ and D⇤+ ! D+⇡0. The other530

parameters are floated independently in each D⇤ mode.531

In total 6 parameters are floated as shown in Table 6.1,532

11 nuisance parameters are constrained in the fit, addi-533

tionally.534

The PDFs used in the fit are constructed from MC535

template distributions. The existence of empty bins in536

the templates introduces potential biases in the determi-537

nation of the signal yield due to limited size of the sim-538

ulation samples. An adaptive kernel density estimation539

(KDE) [40] method is used to estimate the probability540

density in those empty bins, and the KDE is applied to541

Belle II Belle II

D*τν D*ℓν D**ℓν

EECL = extra energy (unmatched) in the 
EM calorimeter

M2
miss ≡ (pe+e− − pBtag

− pD* − pℓ)2
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 from Belle IIR(D*)
Fit projections for the sub-mode  D*+ → D0π+

19

New for July, 2023

Preliminary

Systematics

• dominant sources:  PDF shape, MC statisticsEECL
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 from Belle IIR(D*)
New for July, 2023

Preliminary

Preliminary Result of 0 &∗ Measurement

2023/07/18 K. Kojima (on behalf of the Belle II Collaboration) / Lepton Photon 2023

0 0.1 0.2 0.3 0.4
R(D*)

0

2

4

6

8

10

SM Prediction

HFLAV Average 2023

Belle II 2023, Had. tag

LHCb 2022

Belle 2019, SL tag

)τLHCb 2023, (Had. 

)τBelle 2017, (Had. 

Belle 2015, Had. tag

BaBar 2012, Had. tag

4 5∗ = 0.267 *2.2BH
12.27-(stat. ) *2.2BB12.29I(syst. )

Preliminary

16 / 17

Consistent with both the SM prediction and the HFLAV average.

Uncertainties of T;1< PDF shapes and MC statistics are dominant for the systematic uncertainty.

NewforLP2023

new Belle II result is consistent with both 
the SM and the HFLAV average
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R(D⇤) = 0.267+0.041
�0.039

+0.028
�0.033

Table 50: Expected precision for RD(⇤) and P⌧ (D⇤) at Belle II, given as the relative uncer-

tainty for RD(⇤) and absolute for P⌧ (D⇤). The values given are the statistical and systematic

errors respectively.

5 ab�1 50 ab�1

RD (±6.0 ± 3.9)% (±2.0 ± 2.5)%

RD⇤ (±3.0 ± 2.5)% (±1.0 ± 2.0)%

P⌧ (D⇤) ±0.18 ± 0.08 ±0.06 ± 0.04
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Fig. 70: Expected Belle II constraints on the RD vs RD⇤ plane (left) and the RD⇤ vs P⌧ (D⇤)

plane (right) compared to existing experimental constraints from Belle. The SM predictions

are indicated by the black points with theoretical error bars. In the right panel, the NP

scenarios “Scalar”, “Vector” and “Tensor” assume contributions from the operators OS1
,

OV1
and OT , respectively.

Future prospects. Based on the existing results from Belle and the expected statistical

and experimental improvements at Belle II, we provide estimates of the precision on RD(⇤)

and P⌧ (D⇤) in Table 50 for two integrated luminosities. In Fig. 70, the expected precisions at

Belle II are compared to the current results and SM expectations. They will be comparable to

the current theoretical uncertainty. Furthermore, precise polarisation measurements, P⌧ (D⇤),

and decay di↵erentials will provide further discrimination of NP scenarios (see e.g. Refs. [216?

] for a detailed discussion). In the estimates for P⌧ (D⇤), we take the pessimistic scenario that

no improvement to the systematic uncertainty arising from hadronic B decays with three

or more ⇡0, ⌘ and � can be achieved. However, although challenging, our understanding of

these modes should be improved by future measurements at Belle II and hence the systematic

uncertainty will be further reduced. As shown in Fig. 68, the Belle analyses of B ! D(⇤)⌧⌫⌧

largely rely on the EECL shape to discriminate between signal and background events. One

possible challenge at Belle II is therefore to understand the e↵ects from the large beam-

induced background on EECL. From studies of B ! ⌧⌫, shown earlier in this section, EECL

should be a robust observable.

the leptoquark model, a small deviation in RD(⇤) from the SM prediction is favoured by the LHC
bound [270]

176/690

Belle II expected precision, from

The Belle II Physics Book, PTEP 2019 (2019) 123C01
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Why measure ?

• different systematics from 

• hence, a complementary test of LFU 

Procedure

• use  modes

• select events with , with remaining particles attributed to 

• distinguish signal from background by using  and 

• background mostly from ; some continuum and fake 
leptons

• require  and  in CM (lab)

R(Xτ/ℓ)
R(D(*))

τ → ℓντνℓ
Btag + ℓ X

M2
miss pB

ℓ
b → c → ℓ

pe > 0.3 (0.5) pe > 0.4 (0.7)

Inclusive LFU test w/ R(Xτ/ℓ)

22
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R(X⌧/`) =
B(B ! X⌧⌫)

B(B ! X`⌫)

arXiv:2311.07248
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R(Xτ/ℓ)
$"/ℓ(') at Υ(4#) – strategy

In 1990s LEP experiments measured ℬ & → (ℓ*  in Z= → &Q& 
decays; not previously measured at [ \]

• Select events with FDEF + ℓ, 
remaining particles attributed to >

• Distinguish QF → >), * from 
QF → >ℓ, * and background 
using O3455

6  and kinematics (_ℓ∗ ) (but not H789)

• Background mostly from & → ` → ℓ; some continuum, fakes

• _. > 0.3 0.5  and _/ > 0.4 0.7  in CMS (lab)

Contour numbers 
∝ expected yields

> ⁄2 ℓ M ∝ @ ! → M[9 → ℓ:̅:]:
@ ! → Mℓ:

18 Sep 2023Kowalewski - CKM 2023 14

arXiv:2311.07248
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, event modeling R(Xτ/ℓ)
separate templates for  for each of , 

 other , and continuum ( , 
constrained using off-resonance data)


for reliable template shapes


• detailed adjustments to MC (FF’s,  and  BF’s)

• corrections by comparison of MC to data in 
control region: low , low , high 

• for instance, adjust  in  > 1.4 sideband; using 
these weights also improves modeling in  
and 

e, μ Xτν
Xℓν, BB qq

B D

q2 M2
miss MX

MX pℓ
M2

miss
q2

! ⁄" ℓ($) – updates to modeling

• Use separate , and + templates for each of >)*, >ℓ*, F QF bkg 
and continuum (Q( (constrained using off-peak data)

• Main challenge is to produce reliable template shapes

• Detailed adjustments to MC (FFs, F and - BFs)

• Detailed corrections based on comparisons of simulation with 
control regions:  low (6 (>Gℓ*), low O3455

6 (>Gℓ*), high OH 
(background)

• Example: adjust OH in _ℓ > 1.4 GeV sideband; using these 
weights also improves modeling in O3455

6  (shown) and (6

18 Sep 2023Kowalewski - CKM 2023 15

!!

!! !"#$$
%

!"#$$
%

Before 
'' 

weights

Main sources of systematic uncertainty:
• MC stat  ±5.7 %
• Bkg shape ±5.5 %
• '' modeling ±7.1 %
• . → /(ℓ% BFs ±7.7 %
• . → /(ℓ% FFs ±7.9 %

After 
'' 

weights

! ⁄" ℓ($) – updates to modeling

• Use separate , and + templates for each of >)*, >ℓ*, F QF bkg 
and continuum (Q( (constrained using off-peak data)

• Main challenge is to produce reliable template shapes

• Detailed adjustments to MC (FFs, F and - BFs)

• Detailed corrections based on comparisons of simulation with 
control regions:  low (6 (>Gℓ*), low O3455

6 (>Gℓ*), high OH 
(background)

• Example: adjust OH in _ℓ > 1.4 GeV sideband; using these 
weights also improves modeling in O3455

6  (shown) and (6

18 Sep 2023Kowalewski - CKM 2023 15

!!

!! !"#$$
%

!"#$$
%

Before 
'' 

weights

Main sources of systematic uncertainty:
• MC stat  ±5.7 %
• Bkg shape ±5.5 %
• '' modeling ±7.1 %
• . → /(ℓ% BFs ±7.7 %
• . → /(ℓ% FFs ±7.9 %

After 
'' 

weights

arXiv:2311.07248
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 ResultsR(Xτ/ℓ)
5

Figure 1: Two-dimensional distributions of electron (left) and muon (right) momentum in the Bsig rest frame pB`
and the missing mass squared M2

miss, flattened to one dimension in intervals as used in the signal extraction fit, with
the fit results overlaid. The hatched area shows the total statistical and systematic uncertainty, added in quadrature
for each interval. The residuals are normalized to the statistical uncertainty of the data points and the M2

miss

intervals are given in units of GeV2/c4.

spective muon-mode e�ciencies are (1.12± 0.02)⇥ 10�3

and (2.15±0.03)⇥10�3 due to more-restrictive pµ thresh-
olds.

We fit the experimental (pB` , M
2
miss) spectra as shown

in Fig. 1 and measure electron (muon) normalization
yields of Nmeas

e = 95690 ± 770 (Nmeas
µ = 89970 ± 810)

and electron (muon) signal yields of Nmeas
⌧!e = 2590± 450

(Nmeas
⌧!µ = 1810 ± 460). From these yields, we cal-

culate R(X⌧/`) using Ngen
⌧ = Ngen

⌧!`/B(⌧ ! `⌫⌫) via

R(X⌧/`) = (Nmeas
⌧!` /N

meas
` )(N sel

` /N sel
⌧!`)(N

gen
⌧ /Ngen

` ).

Table I: Relative statistical and systematic uncertainties
on the value of R(X⌧/`).

Source
Uncertainty [%]

e µ `

Experimental sample size 8.8 12.0 7.1
Simulation sample size 6.7 10.6 5.7
Tracking e�ciency 2.9 3.3 3.0
Lepton identification 2.8 5.2 2.4
Xc`⌫ MX shape 7.3 6.8 7.1
Background (p`,MX) shape 5.8 11.5 5.7
X`⌫ branching fractions 7.0 10.0 7.7
X⌧⌫ branching fractions 1.0 1.0 1.0
Xc⌧(`)⌫ form factors 7.4 8.9 7.8

Total 18.1 25.6 17.3

We estimate the size of each systematic uncertainty
by refitting the simulated spectrum with all systematic
sources fixed and then with all but one source fixed, and
take the quadrature di↵erence between the two.

The resulting uncertainties are summarized in Table I.
The largest uncertainties are associated with the experi-
mental and simulation sample sizes. Normalization and

BB background shape uncertainties associated with the
simulation reweightings are driven by the sample sizes of
the control samples. They should decrease with larger
sample sizes like statistical uncertainties, as should the
branching-fraction uncertainties, which are dominated
by constraints on the 100% uncertainty assigned to the
branching fraction of the nonresonant gap modes from
the fit to data. These sources are comparable to the
form-factor uncertainties, which are dominated by devi-
ations between form-factor model parametrizations for
B ! D⇤`⌫ processes.
We find R(X⌧/`) for electrons and muons of

R(X⌧/e) = 0.232± 0.020 (stat)± 0.037 (syst), and

R(X⌧/µ) = 0.222± 0.027 (stat)± 0.050 (syst),

respectively. By combining light-lepton flavors in a
weighted average of correlated values, we find

R(X⌧/`) = 0.228± 0.016 (stat)± 0.036 (syst).

This work started as a blind analysis. Unblinding of an
earlier version exposed a significant correlation of the re-
sults with the lepton momentum threshold, attributed to
a biased selection applied in an early data-processing step
and to insu�cient treatment of low-momentum back-
grounds. We reblinded, removed the problematic se-
lection, tightened lepton requirements, and introduced
the lepton-secondary and muon-fake reweightings. The
results are now independent of the lepton momentum
threshold, and are consistent between subsets of the full
data set when split by lepton charge, tag flavor, lepton
polar angle, and data collection period. We verify that
the reweighting uncertainties cover mismodeling of D-
meson decays by varying the branching ratio of each de-
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Figure 1: Two-dimensional distributions of electron (left) and muon (right) momentum in the Bsig rest frame pB`
and the missing mass squared M2

miss, flattened to one dimension in intervals as used in the signal extraction fit, with
the fit results overlaid. The hatched area shows the total statistical and systematic uncertainty, added in quadrature
for each interval. The residuals are normalized to the statistical uncertainty of the data points and the M2

miss

intervals are given in units of GeV2/c4.

spective muon-mode e�ciencies are (1.12± 0.02)⇥ 10�3

and (2.15±0.03)⇥10�3 due to more-restrictive pµ thresh-
olds.

We fit the experimental (pB` , M
2
miss) spectra as shown

in Fig. 1 and measure electron (muon) normalization
yields of Nmeas

e = 95690 ± 770 (Nmeas
µ = 89970 ± 810)

and electron (muon) signal yields of Nmeas
⌧!e = 2590± 450

(Nmeas
⌧!µ = 1810 ± 460). From these yields, we cal-

culate R(X⌧/`) using Ngen
⌧ = Ngen

⌧!`/B(⌧ ! `⌫⌫) via

R(X⌧/`) = (Nmeas
⌧!` /N

meas
` )(N sel

` /N sel
⌧!`)(N

gen
⌧ /Ngen

` ).

Table I: Relative statistical and systematic uncertainties
on the value of R(X⌧/`).

Source
Uncertainty [%]

e µ `

Experimental sample size 8.8 12.0 7.1
Simulation sample size 6.7 10.6 5.7
Tracking e�ciency 2.9 3.3 3.0
Lepton identification 2.8 5.2 2.4
Xc`⌫ MX shape 7.3 6.8 7.1
Background (p`,MX) shape 5.8 11.5 5.7
X`⌫ branching fractions 7.0 10.0 7.7
X⌧⌫ branching fractions 1.0 1.0 1.0
Xc⌧(`)⌫ form factors 7.4 8.9 7.8

Total 18.1 25.6 17.3

We estimate the size of each systematic uncertainty
by refitting the simulated spectrum with all systematic
sources fixed and then with all but one source fixed, and
take the quadrature di↵erence between the two.

The resulting uncertainties are summarized in Table I.
The largest uncertainties are associated with the experi-
mental and simulation sample sizes. Normalization and

BB background shape uncertainties associated with the
simulation reweightings are driven by the sample sizes of
the control samples. They should decrease with larger
sample sizes like statistical uncertainties, as should the
branching-fraction uncertainties, which are dominated
by constraints on the 100% uncertainty assigned to the
branching fraction of the nonresonant gap modes from
the fit to data. These sources are comparable to the
form-factor uncertainties, which are dominated by devi-
ations between form-factor model parametrizations for
B ! D⇤`⌫ processes.
We find R(X⌧/`) for electrons and muons of

R(X⌧/e) = 0.232± 0.020 (stat)± 0.037 (syst), and

R(X⌧/µ) = 0.222± 0.027 (stat)± 0.050 (syst),

respectively. By combining light-lepton flavors in a
weighted average of correlated values, we find

R(X⌧/`) = 0.228± 0.016 (stat)± 0.036 (syst).

This work started as a blind analysis. Unblinding of an
earlier version exposed a significant correlation of the re-
sults with the lepton momentum threshold, attributed to
a biased selection applied in an early data-processing step
and to insu�cient treatment of low-momentum back-
grounds. We reblinded, removed the problematic se-
lection, tightened lepton requirements, and introduced
the lepton-secondary and muon-fake reweightings. The
results are now independent of the lepton momentum
threshold, and are consistent between subsets of the full
data set when split by lepton charge, tag flavor, lepton
polar angle, and data collection period. We verify that
the reweighting uncertainties cover mismodeling of D-
meson decays by varying the branching ratio of each de-
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cay D ! K(anything) within its uncertainty as provided
in Ref. [32] while fixing the total event normalization.

Our result is in agreement with an average of standard-
model predictions of 0.223 ± 0.005 [37, 38, 40] but also
is consistent with a hypothetically enhanced semitauonic
branching fraction as indicated by the R(D(⇤)) world av-
erages [44] (cf. Fig. 2). This is the first measurement of
the tau-to-light-lepton inclusive semileptonic branching
fraction ratio in B mesons.

Figure 2: Constraints on R(D(⇤)) from the measured
R(X⌧/`) value (red), as described in the supplemental

material [19], compared to the world average of R(D(⇤))
(blue [11]) and the standard model expectation
(gray/black [11, 44]).

This work, based on data collected using the
Belle II detector, which was built and commis-
sioned prior to March 2019, was supported by Sci-
ence Committee of the Republic of Armenia Grant
No. 20TTCG-1C010; Australian Research Council and
Research Grants No. DP200101792, No. DP210101900,
No. DP210102831, No. DE220100462, No. LE210100098,
and No. LE230100085; Austrian Federal Ministry of
Education, Science and Research, Austrian Science
Fund No. P 31361-N36 and No. J4625-N, and Horizon
2020 ERC Starting Grant No. 947006 “InterLeptons”;
Natural Sciences and Engineering Research Council
of Canada, Compute Canada and CANARIE; Na-
tional Key R&D Program of China under Contract
No. 2022YFA1601903, National Natural Science Founda-
tion of China and Research Grants No. 11575017,
No. 11761141009, No. 11705209, No. 11975076,
No. 12135005, No. 12150004, No. 12161141008, and
No. 12175041, and Shandong Provincial Natural Science
Foundation Project ZR2022JQ02; the Czech Science
Foundation Grant No. 22-18469S; European Research
Council, Seventh Framework PIEF-GA-2013-622527,
Horizon 2020 ERC-Advanced Grants No. 267104
and No. 884719, Horizon 2020 ERC-Consolidator

Grant No. 819127, Horizon 2020 Marie Sklodowska-
Curie Grant Agreement No. 700525 “NIOBE” and
No. 101026516, and Horizon 2020 Marie Sklodowska-
Curie RISE project JENNIFER2 Grant Agreement
No. 822070 (European grants); L’Institut National
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In the SM,

•  

sensitive to new physics BSM, e.g.

• leptoquarks,
• axions,
• DM particles, etc. 

ℬ(B+ → K+νν̄) = (4.6 ± 0.5) × 10−6 [4]

8

responding to 9 fb�1. No statistically significant signal
is observed and an upper limit on the branching frac-
tion of 4.1⇥ 10�5 at the 90% CL is set, assuming an SM
signal. This measurement is competitive with previous
results for similar integrated luminosities, demonstrating
the capability of the inclusive tagging approach, which is
widely applicable and expands the future physics reach
of Belle II.
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Evidence for B+ ! K+⌫⌫̄ Decays1
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1Authors’ institution and/or address4

This line break forced with \\5

We search for the rare decay B+ ! K+⌫⌫̄ in a 362 fb�1 sample of electron-positron collisions6

at the ⌥ (4S) resonance collected with the Belle II detector at the SuperKEKB collider. We use7

the inclusive properties of the accompanying B meson in the ⌥ (4S) ! BB̄ events to suppress8

background from other decays of the signal B candidate and light-quark pair production. We val-9

idate the measurement with an auxiliary analysis based on a conventional hadronic reconstruction10

of the accompanying B meson. For background suppression, we exploit distinct signal features11

using machine learning methods tuned with simulated data. The signal-reconstruction e�ciency12

and background suppression are validated through various control channels. The branching frac-13

tion is extracted in a maximum likelihood fit. Our inclusive and hadronic analyses yield con-14

sistent results for the B+ ! K+⌫⌫̄ branching fraction of [2.8± 0.5(stat)± 0.5(syst)] ⇥ 10�5 and15 ⇥
1.1+0.9

�0.8(stat)
+0.8
�0.5(syst)

⇤
⇥ 10�5, respectively. Combining the results, we determine the branching16

fraction of the decay B+ ! K+⌫⌫̄ to be
⇥
2.4± 0.5(stat)+0.5

�0.4(syst)
⇤
⇥ 10�5, providing the first ev-17

idence for this decay at 3.6 standard deviations. The result is consistent with the standard model18

expectation at 2.8 standard deviations.19

PACS numbers: VERSION v4.020

I. INTRODUCTION21

Flavor-changing neutral-current transitions, such22

as b ! s⌫⌫̄, are suppressed in the standard23

model (SM) of particle physics, because of the24

Glashow–Iliopoulos–Maiani mechanism [1]. These transi-25

tions can only occur at higher orders in SM perturbation-26

theory through weak-interaction amplitudes that involve27

the exchange of at least two gauge bosons. One of the28

advantages of b ! s⌫⌫̄ transitions over b ! s`` transi-29

tions, where ` represents a charged lepton, is the absence30

of photon exchange. This leads to a smaller theoreti-31

cal uncertainty in b ! s⌫⌫̄ rate predictions compared to32

b ! s`` ones, which are a↵ected by the breakdown of33

factorization due to photon exchange [2].34

The b ! s⌫⌫̄ transition provides the leading ampli-35

tudes for the B
+ ! K

+
⌫⌫̄ decay, as shown in Fig. 1.36

The SM branching fraction of the B+ ! K
+
⌫⌫̄ decay [3]37

is predicted in Ref. [4] to be38

B(B+ ! K
+
⌫⌫̄) = (5.58± 0.37)⇥ 10�6

. (1)39

It includes the contribution of (0.61± 0.06)⇥ 10�6 from40

the double-charged-current B+ ! ⌧
+(! K

+
⌫)⌫̄ decays.4142

The B
+ ! K

+
⌫⌫̄ decay rate can be significantly mod-43

ified in models that predict non-SM particles, such as44

leptoquarks [5]. In addition, the B
+ meson could un-45

dergo a two-body decay to a kaon and an undetectable46

particle, such as an axion [6] or a dark-sector mediator47

[7].48
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FIG. 1. Lowest-order quark-level diagrams for the B+ !
K+⌫⌫̄ decay in the SM are either of the penguin, or box type.
The long-distance double-charged-current diagram arising at
tree-level in the SM also contributes to the B+ ! K+⌫⌫̄
decay.

The study of the B
+ ! K

+
⌫⌫̄ decay is experimen-49

tally challenging as the final state contains two neutrinos50

that are not reconstructed. In all analyses reported to51

date [8–13], no evidence for a signal has been found, and52

the current experimental upper limit on the branching53

fraction is 1.6⇥ 10�5 at the 90% confidence level [14].54

In this study the signal B meson is produced in the55

e
+
e
� ! ⌥(4S) ! B

+
B

� process. An inclusive tag-56

ging analysis method (ITA) exploiting inclusive proper-57

ties from the B-meson pair-produced along with the sig-58

nal B, is applied to the entire Belle II data set currently59

available, superseding the results of Ref. [13], where this60

method was first used. In addition, an auxiliary anal-61

ysis using the well-established hadronic-tagging analy-62

sis method (HTA) [9, 10] is presented; this involves ex-63
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In the SM,

•  

sensitive to new physics BSM, e.g.

• leptoquarks,
• axions,
• DM particles, etc. 

ℬ(B+ → K+νν̄) = (4.6 ± 0.5) × 10−6 [4]

8

responding to 9 fb�1. No statistically significant signal
is observed and an upper limit on the branching frac-
tion of 4.1⇥ 10�5 at the 90% CL is set, assuming an SM
signal. This measurement is competitive with previous
results for similar integrated luminosities, demonstrating
the capability of the inclusive tagging approach, which is
widely applicable and expands the future physics reach
of Belle II.
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Nucléaire et de Physique des Particules (IN2P3) du
CNRS (France); BMBF, DFG, HGF, MPG, and AvH
Foundation (Germany); Department of Atomic Energy
under Project Identification No. RTI 4002 and Depart-
ment of Science and Technology (India); Israel Science
Foundation grant No. 2476/17, United States-Israel
Binational Science Foundation grant No. 2016113,
and Israel Ministry of Science grant No. 3-16543;
Istituto Nazionale di Fisica Nucleare and the research
grants BELLE2; Japan Society for the Promotion of
Science, Grant-in-Aid for Scientific Research grant Nos.
16H03968, 16H03993, 16H06492, 16K05323, 17H01133,

17H05405, 18K03621, 18H03710, 18H05226, 19H00682,
26220706, and 26400255, the National Institute of Infor-
matics, and Science Information NETwork 5 (SINET5),
and the Ministry of Education, Culture, Sports, Science,
and Technology (MEXT) of Japan; National Research
Foundation (NRF) of Korea Grant Nos. 2016R1D1A1B-
01010135, 2016R1D1A1B02012900, 2018R1A2B3003643,
2018R1A6A1A06024970, 2018R1D1A1B07047294,
2019K1A3A7A09033840, and 2019R1I1A3A01058933,
Radiation Science Research Institute, Foreign Large-size
Research Facility Application Supporting project, the
Global Science Experimental Data Hub Center of the
Korea Institute of Science and Technology Information
and KREONET/GLORIAD; Universiti Malaya RU
grant, Akademi Sains Malaysia and Ministry of Educa-
tion Malaysia; Frontiers of Science Program contracts
FOINS-296, CB-221329, CB-236394, CB-254409, and
CB-180023, and SEP-CINVESTAV research grant 237
(Mexico); the Polish Ministry of Science and Higher
Education and the National Science Center; the Min-
istry of Science and Higher Education of the Russian
Federation, Agreement 14.W03.31.0026, and the HSE
University Basic Research Program, Moscow; University
of Tabuk research grants S-0256-1438 and S-0280-1439
(Saudi Arabia); Slovenian Research Agency and research
grant Nos. J1-9124 and P1-0135; Agencia Estatal
de Investigacion, Spain grant Nos. FPA2014-55613-P
and FPA2017-84445-P, and CIDEGENT/2018/020
of Generalitat Valenciana; Ministry of Science and
Technology and research grant Nos. MOST106-2112-
M-002-005-MY3 and MOST107-2119-M-002-035-MY3,
and the Ministry of Education (Taiwan); Thailand
Center of Excellence in Physics; TUBITAK ULAKBIM
(Turkey); Ministry of Education and Science of Ukraine;
the US National Science Foundation and research
grant Nos. PHY-1807007 and PHY-1913789, and the
US Department of Energy and research grant Nos.
DE-AC06-76RLO1830, DE-SC0007983, DE-SC0009824,
DE-SC0009973, DE-SC0010073, DE-SC0010118, DE-
SC0010504, DE-SC0011784, DE-SC0012704, DE-
SC0021274; and the Vietnam Academy of Science and
Technology (VAST) under grant DL0000.05/21-23.

⇤ deceased
[1] S. L. Glashow, J. Iliopoulos, and L. Maiani, Phys. Rev.

D 2, 1285 (1970).
[2] A. J. Buras, J. Girrbach-Noe, C. Nieho↵, and D. M.

Straub, J. High Energy Phys. 02, 184 (2015).
[3] Charge-conjugate channels are implied throughout this

paper.
[4] T. Blake, G. Lanfranchi, and D. M. Straub, Prog. Part.

Nucl. Phys. 92, 50 (2017).
[5] S. Descotes-Genon, S. Fajfer, J. Kamenik, and M. Novoa-

Brunet, Phys. Lett. B 809, 135769 (2020).

profile likelihood scan, where the fit is performed with µ fixed at values around the best fit value
and the remaining parameters free. The systematic uncertainty is calculated by subtraction in
quadrature of the statistical uncertainty from the total uncertainty. The result is translated into
an observed branching ratio of [1.9+1.6

�1.5]⇥ 10�5 = [1.9+1.3
�1.3(stat)

+0.8
�0.7(syst)]⇥ 10�5. No significant

signal is observed and the expected and observed upper limits on the B+ ! K+⌫⌫̄ branching
fraction are estimated using the CLs method 19. Figure 8 shows that at the 90% confidence
level the expected upper limit, derived in the background only hypothesis, is 2.3⇥ 10�5 and the
observed upper limit is 4.1⇥ 10�5.

5 Conclusion

This contribution illustrates the first search for the B+ ! K+⌫⌫̄ decay with an inclusive tagging
method. The study is performed on the data corresponding to 63 fb�1 integrated luminosity
collected at the ⌥(4S) resonance by the Belle II detector, together with an additional sample of
9 fb�1 of o↵-resonance data. No statistically significant signal is observed and an upper limit of
4.1⇥10�5 on the B+ ! K+⌫⌫̄ branching ratio is set at the 90% confidence level. As illustrated
in Fig. 9, the measurement is competitive with the previous searches, thus proving the capability
of the inclusive tagging method.

Figure 8 – CLs value as a function of the branching
fraction of B+ ! K+⌫⌫̄ for the expected and ob-
served signal yields. In red the corresponding upper
limits at the 90% confidence level. The expected
limit is derived for the background-only hypothesis.

Figure 9 – Comparison of the branching fraction
measured by Belle II and the previous experiments.
The values reported for Belle are computed based
on the quoted observed number of events and e�-
ciency. The weighted average is computed assum-
ing that uncertainties are uncorrelated.
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collected at the ⌥(4S) resonance by the Belle II detector, together with an additional sample of
9 fb�1 of o↵-resonance data. No statistically significant signal is observed and an upper limit of
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And, we now have an 
updated result for 2023!

arXiv:2311.14647
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Reconstruction and Basic Selection

8

Basic reconstruction of tracks and clusters:
Charged particles: , close to collision point, in the central part of the detector
Neutral particles:  (ITA), -dependent (HTA) 
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ulated photons and has a minor impact on the analy-389

sis. The sample of photon candidates has 30% contam-390

ination from the beam-related background, energy de-391

posits from charged hadrons that are reconstructed away392

from the particle trajectory, and from neutral hadrons.393

These deposits are not matched to simulated photons394

(“unmatched”). The bias in the reconstructed energy for395

these sources (“hadronic energy correction”) is studied396

using the summed neutral energy in the ROE of events397

containing a B
+ ! K

+
J/ decay. In the simulation,398

the energy of reconstructed photon candidates is treated399

di↵erently based on their matching to the generated pho-400

tons. The energy for the matched candidates is not cor-401

rected. For the unmatched candidates, a multiplicative402

hadronic energy correction is inferred empirically using403

data. In the simulation the correction is varied within404

a ±20% range around unity. For the ITA, an improve-405

ment is found when the hadronic energy is varied down406

by 10%. The corresponding correction with 100% uncer-407

tainty (relative) is introduced.408

Figure 2 shows the comparison of distributions of409

summed neutral energy for collision data, in which a410

B
+ ! K

+
J/ decay is reconstructed, and the corre-411

sponding uncorrected, and corrected simulation. The412

correction corresponds to a variation of the hadronic en-413

ergy by �10%. A better data-simulation agreement is414

provided by the corrected simulation.415

The correction is validated using various control sam-416

ples dominated by background, such as o↵-resonance417

data and data at early selection steps. An improvement is418

observed in the description of several variables related to419

the neutral-particle’s energy deposits, such as the num-420

ber of photon candidates. The latter is sensitive to the421

hadronic energy since the hadronic-energy deposits peak422

at low energy and are a↵ected strongly by the minimal423

energy requirement of 0.1GeV.424

For the HTA, a di↵erent extra-photon selection is425

adopted. In the HTA sample, the energy spectrum426

of photon candidates in the rest of the event ex-427

hibits good data-simulation agreement, but discrepancies428

are observed in the extra-photon-candidate multiplicity429

(n� extra) with corresponding discrepancies also seen in430

the Eextra distribution. To correct this, a control sample431

is used where the signal kaon and the Btag have the same432

charge. A weight is computed for the n� extra distribution433

as follows:434

wn� extra =
ndata(n� extra)

nsimulation(n� extra)
, (3)435

where ndata(n� extra) and nsimulation(n� extra) correspond436

to the event yields with n� extra candidates in data and437

simulation, respectively. Subsequently, events in the438

main sample, where the signal kaon and Btag have op-439

posite charges, are weighted based on their associated440

n� extra value.441

This method is validated using an independent pion-442

enriched control sample where the signal track is iden-443

tified as a pion instead of a kaon. The pion-enriched444

FIG. 2. Summed neutral energy obtained in collision data
(points with error bars), uncorrected simulated data (empty
histogram), and corrected simulated data (filled histogram),
in which a B+ ! K+J/ decay is reconstructed. The cor-
rection corresponds to a variation of the hadronic energy by
�10%. The simulation is normalized to the number of events
in data. The ratio shown in the lower panel refers to data
over corrected simulation.

sample is further divided into two samples based on the445

concordance of the charges of the signal candidate and446

Btag. Corrections are derived from the sample where sig-447

nal and Btag have same charge and are then applied to448

the opposite-charge sample. The e↵ect of the correction449

in the pion-enriched sample at the event-selection stage450

is shown in Fig. 3.451452

Although an improvement is observed after applying453

the correction, residual data-simulation discrepancies re-454

main. To account for these, a systematic uncertainty is455

assigned corresponding to 100% of the residual di↵erence456

in the data-to-simulation ratio observed in the opposite-457

charge pion-enriched control sample after the correction.458

Given the prominence of the background contributions459

containing K
0
L mesons, a dedicated study is performed to460

check their response in the ECL in the ITA and HTA.461

The analysis does not use K
0
L candidates from the ded-462

icated identification system to avoid systematic uncer-463

tainties due to their modeling. Radiative-return pro-464

duction e
+
e
� ! ��(! K

0
SK

0
L) is used for this purpose465

for K
0
L with energy above 1.6 GeV. The events are se-466

lected by demanding a photon candidate with energy467

E
⇤
� > 4.7 GeV in the c.m. frame, a well-reconstructed K

0
S468

candidate, and no extra tracks. The K0
L four-momentum469

is inferred based on the photon and K
0
S four-momenta,470

where the photon energy is computed based on the two-471

body e
+
e
� ! �� process. The typical momentum res-472

olution of an inferred K
0
L is better than 1%. An ECL473

energy deposit is matched to the extrapolated K
0
L tra-474

jectory if the distance between them in the ECL is less475

than 15 cm. The e�ciency for finding a matched energy-476
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Neutral energy validation
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FIG. 3. Distributions of the number of photon candidates in the rest of the event for the HTA after the selection described
in Sec. IV in data (points) and simulation (histogram) for the opposite-charge pion-enriched control sample, on the left before
the photon multiplicity correction and on the right after the correction. The yields are shown individually for the three
background categories (BB̄ decays, cc̄ continuum, and light-quark continuum). The data to simulation ratio is shown in the
bottom panel

FIG. 4. E�ciency of reconstructing an energy deposit in the
ECL matched to the K0

L direction as a function of the K0

L

energy for data and simulation selected with the ITA analysis.

deposit is studied in both data and simulation, and is477

tested separately in the ITA and HTA analyses. The ITA478

selection for the ECL deposits is looser than the HTA se-479

lection, therefore a higher e�ciency is found. Figure 4480

shows the ITA K
0
L e�ciency as a function of momentum;481

the simulation overestimates the e�ciency by 17%. A482

correction is applied in the ITA sample to account for483

the overestimated e�ciency. A 50% relative uncertainty484

is assigned to the correction to account for the systematic485

uncertainties in the estimation of the e�ciency. The K
0
L486

reconstruction e�ciency is smaller for the HTA. Since487

the e↵ect on Eextra is already addressed by the correc-488

tion and systematic uncertainty derived from the extra-489

photon-multiplicity spectrum, no direct correction to the490

K
0
L e�ciency is applied. Instead, a systematic uncer-491

tainty is assigned, wherein the yields of B final states492

with a K
0
L are varied by 17%.493

While the radiative-return production of � mesons494

does not encompass K
0
L with energies below 1.6 GeV,495

approximately half of the K
0
L mesons in the main back-496

ground processes populate this lower-energy range. As497

a consistency check, a 100% ine�ciency is incorporated498

in the ITA for this kinematic region in the simulation.499

Specifically, all energy deposits in the ECL that fall500

within a 15 cm radius of the extrapolated K
0
L trajectory501

are removed for simulated K
0
L with energies smaller than502

1.6GeV. The impact of this additional requirement on503

the analyses is found to be covered by hadronic energy504
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FIG. 22. Distribution of �E in data obtained for B+ !
(K+,⇡+)D0 decays reconstructed as B+ ! K+⌫⌫̄ events
with the daughters from the D0 decays removed.
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the h
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the D
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the particle with the higher value is assumed to be a1603

kaon. Only D
0 candidates with an invariant mass within1604

three standard deviations of the known D
0 mass [14]1605

are kept. Furthermore, the candidates are restricted to1606

Mbc > 5.27GeV/c2 and |�E| < 0.1GeV. If several candi-1607

dates pass the selection, a random one is chosen. The in-1608

formation on the reconstructed �E variable is kept while1609

the tracks from the D
0 decay are removed.1610
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+
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+
⌫⌫̄ signal-like signature and for1616

this q
2 range are reconstructed with high e�ciency (see1617
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nal region of the ITA is shown in Fig. 22. Two promi-1619

nent peaks corresponding to h
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+ and h
+ = ⇡

+ (at1620
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nents extracted in a fit using Gaussian shapes. The rel-1622
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0 and B
+ ! ⇡

+
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decays in data and simulation are found to be consis-1624

tent within statistical uncertainty, with ratio 1.03±0.09.1625

Based on this, no additional corrections and systematic1626

uncertainties are introduced.1627
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Table III presents the parameters that are used to train1631

the classifiers BDT1 and BDT2 of the ITA. Furthermore,1632

all input variables are listed below. Unless otherwise1633
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frame. Each variable is used in BDT1, BDT2 or in both1635

BDTs as specified in parentheses. The variable selection1636
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ing and checking the impact of their removal on the bi-1638
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Parameter Value
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Sampling rate 0.5
Number of equal-frequency bins 256

For a given track, the point of closest approach1641

(POCA) is defined as the point on the track that1642
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verse impact parameter dr is defined as this minimal1646

distance and the longitudinal impact parameter dz is1647
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Variables related to the kaon candidate1651

• Radial distance between the POCA of the K+ can-1652

didate track and the IP (BDT2)1653

• Cosine of the angle between the momentum line of1654

the signal kaon candidate and the z axis (BDT2)1655

Variables related to the kaon candidate do not include1656

q
2
rec, because the data are binned in this variable and in1657
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FIG. 5. Signal-selection e�ciency as a function of the dineutrino invariant mass squared q2 for simulated events in the SR for
the ITA (left) and HTA (right). The error bars indicate the statistical uncertainty.

q
2 dependence compared to the e�ciency for the HTA.635

Moreover, e�ciency varies significantly within the SR of636

the ITA. The analysis relies on modeling of this variation637

by simulation, which is checked using a control channel,638

as discussed in the next section.639

VIII. SIGNAL SELECTION EFFICIENCY640

VALIDATION641

The decay B
+ ! K

+
J/ (! µ

+
µ
�) is used to vali-642

date the BDT performance on signal-like events between643

data and simulation, exploiting its large branching frac-644

tion and distinctive experimental signature. These events645

are selected in data and B
+ ! K

+
J/ simulation by646

requiring the presence of two oppositely-charged muons647

with an invariant mass within 50MeV/c2 of the known648

J/ mass [14]. To suppress background events, the vari-649

able |�E| is required to be less than 100MeV and the650

beam-energy constrained mass Mbc is required to exceed651

5.27GeV/c2. These criteria results in 7214 events being652

selected in the data sample with an expected background653

contamination of 2%. Each event is then reconsidered as654

a B+ ! K
+
⌫⌫̄ event by ignoring the muons from the J/ 655

decay and replacing the kaon candidate with the signal656

kaon candidate from a simulated B
+ ! K

+
⌫⌫̄ event,657

to reflect the three-body topology of the signal signa-658

ture. The kinematic properties of the signal kaon are659

then adjusted such that the B
+ four-momentum in the660

simulated B
+ ! K

+
⌫⌫̄ decay matches the momentum661

of the corresponding B
+ from the B

+ ! K
+
J/ decay662

reconstructed in data. This signal-embedding method is663

performed for both data and B
+ ! K

+
J/ simulation.664

The results are summarized for the ITA in Fig. 6, where665

the distributions of the output values of both BDTs are666

shown. Good agreement between simulation and data is667

observed for the selected events before (B+ ! K
+
J/ )668

and after (B+ ! K
+��J/ ) the signal embedding. The669

ratio of the selection e�ciencies for the SR in data and670

simulation is 1.00± 0.03 and agreement is observed.671

For the HTA, the signal embedding is used to check672

both the FEI and the combined FEI plus BDTh signal re-673

construction e�ciency. The ratio of data and simulation674

e�ciencies at the two levels of the selection are found to675

be 0.68±0.06 and 0.60±0.10, respectively. The first fac-676

tor is used as a correction for signal e�ciencies and BB̄677

normalization. It agrees with an independent FEI cali-678

bration derived from B ! X`⌫ FEI-tagged events [38].679

From the relative uncertainty on the e�ciency ratio com-680

puted after the ⌘(BDTh) selection, a 16% systematic un-681

certainty on the signal-selection e�ciency is derived.682
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FIG. 6. Distribution of the classifier output BDT1 (main
figure) and BDT2 for BDT1 > 0.9 (inset). The distributions
are shown before (B+ ! K+J/ ) and after (B+ ! K+��J/ )
the muon removal and replace of the kaon momentum of se-
lected B+ ! K+J/ events in simulation and data. As a
reference, the classifier outputs directly obtained from simu-
lated B+ ! K+⌫⌫̄ signal events are overlaid. The simulation
histograms are scaled to the total number of B+ ! K+J/ 
events selected in the data.
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with an invariant mass within 50MeV/c2 of the known648

J/ mass [14]. To suppress background events, the vari-649

able |�E| is required to be less than 100MeV and the650

beam-energy constrained mass Mbc is required to exceed651

5.27GeV/c2. These criteria results in 7214 events being652

selected in the data sample with an expected background653

contamination of 2%. Each event is then reconsidered as654

a B+ ! K
+
⌫⌫̄ event by ignoring the muons from the J/ 655

decay and replacing the kaon candidate with the signal656

kaon candidate from a simulated B
+ ! K

+
⌫⌫̄ event,657

to reflect the three-body topology of the signal signa-658

ture. The kinematic properties of the signal kaon are659

then adjusted such that the B
+ four-momentum in the660

simulated B
+ ! K

+
⌫⌫̄ decay matches the momentum661

of the corresponding B
+ from the B

+ ! K
+
J/ decay662

reconstructed in data. This signal-embedding method is663

performed for both data and B
+ ! K

+
J/ simulation.664

The results are summarized for the ITA in Fig. 6, where665

the distributions of the output values of both BDTs are666

shown. Good agreement between simulation and data is667

observed for the selected events before (B+ ! K
+
J/ )668

and after (B+ ! K
+��J/ ) the signal embedding. The669

ratio of the selection e�ciencies for the SR in data and670

simulation is 1.00± 0.03 and agreement is observed.671

For the HTA, the signal embedding is used to check672

both the FEI and the combined FEI plus BDTh signal re-673

construction e�ciency. The ratio of data and simulation674

e�ciencies at the two levels of the selection are found to675

be 0.68±0.06 and 0.60±0.10, respectively. The first fac-676

tor is used as a correction for signal e�ciencies and BB̄677

normalization. It agrees with an independent FEI cali-678

bration derived from B ! X`⌫ FEI-tagged events [38].679

From the relative uncertainty on the e�ciency ratio com-680
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FIG. 6. Distribution of the classifier output BDT1 (main
figure) and BDT2 for BDT1 > 0.9 (inset). The distributions
are shown before (B+ ! K+J/ ) and after (B+ ! K+��J/ )
the muon removal and replace of the kaon momentum of se-
lected B+ ! K+J/ events in simulation and data. As a
reference, the classifier outputs directly obtained from simu-
lated B+ ! K+⌫⌫̄ signal events are overlaid. The simulation
histograms are scaled to the total number of B+ ! K+J/ 
events selected in the data.

Signal efficiency validation (ITA)
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IX. BACKGROUND STUDIES683

The main background sources for the analysis arise684

from decays that involve an energetic kaon (or a misiden-685

tified pion), missing energy, or particles that leave no or686

small signatures in the ECL, such as K0
L mesons. These687

processes can occur in both continuum and B-meson de-688

cays.689

A. Continuum background690

Continuum represents 40% and 30% of the background691

in the entire signal region of the ITA and HTA, respec-692

tively. This contribution drops to 17% in the highest-693

sensitivity region ⌘(BDT2) > 0.98 of the ITA, and to694

15% in the highest-sensitivity region ⌘(BDTh) > 0.7 of695

the HTA. The background modeling is validated using696

the o↵-resonance data and shows a moderate disagree-697

ment in the shape of some of the input features of the698

various classifiers (locally up to 20%). The modeling of699

continuum-background simulation is thus improved fol-700

lowing Ref. [39]. A binary classifier, BDTc, is trained701

to separate the o↵-resonance data and o↵-resonance sim-702

ulation. For the ITA, the BDTc input variables con-703

sist of all BDT2 input variables, q
2
rec, and the output704

of BDT2. The BDTc classifier is trained with events705

that satisfy BDT1 > 0.9 and ⌘(BDT2) > 0.75 in the706

o↵-resonance data and a 50 fb�1 sample of o↵-resonance707

simulation. As a check, BDTc is trained using 200 fb�1
708

simulated sample of continuum events produced at a c.m.709

energy corresponding to the ⌥ (4S) resonance yielding a710

similar performance. For the HTA, the BDTc exploits711

all BDTh inputs variables and is trained with the o↵-712

resonance data and a 1 ab�1 simulated sample of con-713

tinuum events produced at a c.m. energy corresponding714

to the ⌥ (4S) resonance. If p, taking values between 0.0715

and 1.0, denotes the BDTc classifier output for a given716

continuum event, the ratio p/(1 � p) approximates the717

likelihood ratio L(data)/L(simulation), where L(data)718

(L(simulation)) is the likelihood of the continuum event719

being from data (simulation), which can be used as a720

weight [39]. For the ITA, this weight is applied to the721

simulated continuum events after the final selection; for722

the HTA, it is applied before the BDTh training. Com-723

parison of simulated continuum events with o↵-resonance724

data shows that the application of this weight improves725

the modeling of the input variables. The weights range726

between 0.5 and 2.0 with a standard deviation of 0.3.727

Figure 7 shows a comparison of the q2rec distribution in728

data and corrected simulation for the ITA o↵-resonance729

sample. While the shapes of the distributions are simi-730

lar, there is a normalization excess of the data over the731

simulation of (40 ± 5)%, which is included as a system-732

atic uncertainty (see Sec. XI). A possible source of the733

discrepancy is a mismodeling of kaon fragmentation in734

PYTHIA8 tune used in Belle II.735

For the HTA, the relative normalization between o↵-736

FIG. 7. Distribution of q2rec for the o↵-resonance data sample
and continuum background simulation in the SR for the ITA.
The simulation is normalized to the number of events in the
data. The pull distribution is shown in the bottom panel.

resonance data and continuum simulation is 0.82 ± 0.01737

before the BDTh selection. This factor accounts for mis-738

modeling e↵ects on the FEI performance for continuum739

events and is used to scale the expected continuum con-740

tamination. The relative normalization in the BDTh741

signal region is consistent with unity with 50% uncer-742

tainty, which is included as a systematic uncertainty (see743

Sec. XI).744

B. B background745

The backgrounds originating from B
0 and B

+ decays746

are dominant in the highest-sensitivity regions of the747

analysis. The composition of the B backgrounds is simi-748

lar for both the ITA and HTA samples. It is also similar749

for B
+ and B

0 decays; however, the contribution from750

B
+ decays has a larger impact for both analyses.751

In the ITA sample, the main background process con-752

sists of semileptonic B decays where the signal-candidate753

kaons originate from charmed-meson decays. This pro-754

cess is approximately 47% of the total B background755

in the SR. The other major background process are756

hadronic B decays involving charmed mesons and other757

hadronic B decays, contributing to about 38% and 14%758

of the total B background in the SR, respectively. The759

remaining sources of background are B
+ ! ⌧

+
⌫⌧ decays760

and B ! K
⇤
⌫⌫̄ decays.761

In the HTA sample, semileptonic B decays represent762

the majority of the B background events, accounting for763

approximately 62% of the total background. The sec-764

ond most abundant contribution comes from hadronic B765

decays with final states including a charmed meson ac-766

companied by multiple pions, representing about 20% of767
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resonance data and continuum simulation is 0.82 ± 0.01737

before the BDTh selection. This factor accounts for mis-738

modeling e↵ects on the FEI performance for continuum739

events and is used to scale the expected continuum con-740

tamination. The relative normalization in the BDTh741

signal region is consistent with unity with 50% uncer-742

tainty, which is included as a systematic uncertainty (see743

Sec. XI).744

B. B background745

The backgrounds originating from B
0 and B

+ decays746

are dominant in the highest-sensitivity regions of the747

analysis. The composition of the B backgrounds is simi-748

lar for both the ITA and HTA samples. It is also similar749

for B
+ and B

0 decays; however, the contribution from750

B
+ decays has a larger impact for both analyses.751

In the ITA sample, the main background process con-752

sists of semileptonic B decays where the signal-candidate753

kaons originate from charmed-meson decays. This pro-754

cess is approximately 47% of the total B background755

in the SR. The other major background process are756

hadronic B decays involving charmed mesons and other757

hadronic B decays, contributing to about 38% and 14%758

of the total B background in the SR, respectively. The759

remaining sources of background are B
+ ! ⌧

+
⌫⌧ decays760

and B ! K
⇤
⌫⌫̄ decays.761

In the HTA sample, semileptonic B decays represent762

the majority of the B background events, accounting for763

approximately 62% of the total background. The sec-764

ond most abundant contribution comes from hadronic B765

decays with final states including a charmed meson ac-766

companied by multiple pions, representing about 20% of767

Continuum bkgd. estim. using OFF data
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FIG. 8. Distribution of invariant mass for the candidate K+

plus a charged particle from the ROE, which is reconstructed
under the most probable mass hypothesis of a pion, kaon,
proton, electron or muon based on the PID information. The
data are shown by points with error bars and the simulation
is presented as a histogram. The samples are shown after the
BDT1 > 0.9 selection in the ITA. The data to simulation ratio
is shown in the bottom panel.

the total background. The remaining contributions are768

from other hadronic modes.769

The lower-particle-multiplicity events involving the di-770

rect decay of a B meson into a D meson contribute more771

than those containing D
⇤ resonances. The decays involv-772

ing higher excitations of D mesons (D⇤⇤ modes), which773

are less well known, correspond to approximately 4% of774

the total B background for ITA and 6% for HTA. They775

are simulated with PYTHIA [21].776

In the following, the modeling of the main background777

categories and of specific background decays needing spe-778

cial treatment is presented.779

1. Modeling of D-meson decays involving K+ meson780

The dominant background contributions in which the781

signal-candidate K
+ originates from D

0 and D
+ decays782

are suppressed using several variables that exploit char-783

acteristic features of these decays, such as displaced de-784

cay vertex and invariant-mass information, as discussed785

in Sec. VI. The modeling of this background is checked786

by comparing the distributions of these variables in data787

and simulation at various selection stages and good agree-788

ment is observed. An example is presented in Fig. 8,789790

which shows the invariant mass distribution of the signal-791

kaon candidate paired with a charged particle from the792

ROE after the BDT1 selection. The distinctive shape in793

data, including the peak from the two-bodyD
0 ! K

�
⇡
+

794

decay, is well reproduced by the simulation.795

Uncertainties related to the knowledge of the semilep-796

tonic B-decay branching fractions are included explicitly,797

as discussed in Sec. XI. Uncertainties due to the decay798

form-factors are studied using the eFFORT computer pro-799

gram [40] and found to be negligible.800

2. Modeling of D-meson decays involving K0

L mesons801

Backgrounds from prompt production ofK+ mesons in802

B decays are important in the highest-sensitivity region.803

The rates of B0 ! K
+
D

⇤� and B
+ ! K

+
D

⇤0 decays804

are relevant due to the sizable and poorly-known fraction805

of D-meson decays involving K
0
L mesons. The latter are806

studied using independent control data based on appro-807

priate alternative particle-identification requirements. A808

pion-enriched control sample is used to determine correc-809

tions, while samples with the signal track identified as an810

electron or a muon are used to validate them.811

The pion-enriched samples present an overall excess812

of the data over expectations for both ITA and HTA.813

For the ITA, the excess is studied as a function of q2rec814

and found to appear at the D
0 threshold (see Fig. 23815

left). If attributed to D-meson decays involving K
0
L , it816

is consistent with a (30± 2)% increase in rate compared817

to the expectation from simulation. The resulting in-818

clusive D ! K
0
L branching fraction is compatible with819

the known value [14]. This scaling factor is determined820

in a three-parameter fit to the binned q
2
rec distribution821

for ⌘(BDT2) > 0.92 where the fit parameters are the822

fractions of summed continuum, summed charged and823

neutral B-meson decays with D-meson decays involving824

K
0
L , and summed charged and neutral B-meson decays825

without D-meson decays involving K
0
L mesons(see Ap-826

pendix C for more details).827

An excess at high q
2
rec, where charm production con-828

tributes, is also evident in the samples with muon and829

electron identification. It is covered by (35 ± 1)% and830

(38±1)% increases in the rate of charm decays involving831

K
0
L in the respective samples.832

Consequently, a correction of +30% is applied to the833

branching fraction of events in which a D ! K
0
LX is834

reconstructed in the nominal sample, in both ITA and835

HTA analyses. The correction is based on the excess size836

determined for the pion-enriched sample, as the rate of837

pion-to-kaon misidentification is significantly larger than838

that of lepton-to-kaon misidentification. Due to the dis-839

crepancy in the correction factors between the di↵erent840

samples, a systematic uncertainty of 10% is assigned, i.e.,841

the correction is (+30 ± 10)%.842

Figure 9 shows the ⌘(BDT2) distribution for the pion-843

enriched sample, after all corrections are applied, includ-844

ing the scaling of the fraction of D-meson decays involv-845

ingK0
L mesons. The resulting expectations are consistent846

with the data. The q2rec distribution for the sample is also847

discussed in the following (see Sec. XIII). For the lepton848

selection, the q
2
rec distribution is shown in Fig. 10.849
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 bkgd. mostly for BB D → K±X
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FIG. 9. Distribution of ⌘(BDT2) in data (points with error
bars) and simulation divided into three groups (B-meson de-
cays with and without subsequent D ! K0

LX decays, and the
sum of the five continuum categories), for the pion-enriched
ITA control sample. All the corrections are applied, including
the one for the contribution involving D mesons decaying to
K0

L. The pull distribution is shown in the bottom panel.

3. Modeling of B+ ! K+K0K0, B+ ! K+nn̄, and850

B ! K⇤⌫⌫̄ background851

Another important class of background is hadronic B852

decays with K
0
L or neutrons in the final state, since these853

neutral particles can mimic the signal signature. The854

contributions from B
+ ! K

+
K

0
K

0, B+ ! K
+
nn̄, and855

B ! K
⇤
⌫⌫̄ decays are estimated separately, as described856

in Sec. II.857858

The modeling of the B
+ ! K

+
K

0
K

0 background in859

the ITA is validated by reconstructing B
+ ! K

+
K

0
SK

0
S860

and B
0 ! K

0
SK

+
K

� decays. The details of the recon-861

struction are given in Appendix D. The sPlot method [41]862

is used to determine the invariant mass distribution for863

the K
0
SK

0
S and K

+
K

� pairs. The result for the B
+ !864

K
+
K

0
SK

0
S decay is illustrated in Fig. 11. Data and sim-865

ulation show good shape and normalization agreement,866

validating the B
+ ! K

+
K

0
LK

0
L modeling.867

The B
+ ! K

+
K

0
LK

0
S decay is modeled as a sum868

of B
+ ! K

0
S� and nonresonant p-wave B

+ !869

K
+(K0

LK
0
S )P contributions, as described in Sec. II. This870

model is validated by reconstructing the isospin-related871

decay B
0 ! K

0
SK

+
K

� in data. In addition to B
0 !872

K
0
S� and B

0 ! K
0
S (K

+
K

�)P contributions, this decay873

proceeds via scalar resonances and a nonresonant s-wave874

amplitude. B
+ ! K

+
K

0
SK

0
S decays in data are used875

to model the latter two contributions only, as this decay876

lacks a p-wave component due to Bose-Einstein statistics877

of the K
0
SK

0
S pair. Figure 12 shows a comparison be-878

tween the observed B
0 ! K

0
SK

+
K

� invariant mass and879

a sum of (1) the B
+ ! K

+
K

0
SK

0
S spectrum obtained880

in data and corrected for e�ciency and the ratio of the881

B
+ and B

0 lifetimes, (2) simulated B
0 ! K

0
S� contribu-882

tions, and (3) simulated B
0 ! K

0
S (K

+
K

�)P contribu-883

tions. Satisfactory agreement is observed both in shape884

and normalization.885

The B
+ ! K

+
nn̄ background constitutes 0.4% of the886

total B background in the signal region (SR) and 1.0% in887

the most sensitive region for the ITA. This contribution is888

significant because of the threshold enhancement used in889

the model: these contributions would be only 0.2% and890

0.3% if the decay proceeded according to phase space.891

Contaminations from B
+ ! K

⇤+
⌫⌫̄ and B

0 ! K
⇤0
⌫⌫̄892

decays are also included in the background model ac-893

cording to the SM prediction ([4]). Their expected yield894

is approximately five times smaller than the expected sig-895

nal yield in the entire SR and ten times smaller in the896

most sensitive region.897

4. Checks of B background898

The modeling of the ITA BDT distributions of back-899

ground events is tested using events outside the SR with900

⌘(BDT2) in the interval 0.75 to 0.90.901

For the HTA, the background normalization and902

BDTh input and output distribution are checked in two903

control samples: one in which the Btag and the signal904

kaon have the same charge and another one in which the905

requirement on the PID criteria on the signal-side kaon906

is reversed.907

In both analyses, the distributions obtained in data908

and simulation agree. The normalization of the back-909

ground contributions also agrees with the expectation.910

X. SIGNAL YIELD DETERMINATION911

The signal yield is estimated via a binned maximum912

likelihood fit to on-resonance and o↵-resonance, for ITA,913

and on-resonance only, for HTA, data event counts in the914

bins of the SR defined in Sec. VII. Templates are used915

to approximate the distributions, in the relevant observ-916

ables, of each class of events. The likelihood function is917

constructed as a product of Poisson probability-density918

functions that combine the information from the SR bins.919

The systematic uncertainties are included in the likeli-920

hood as nuisance parameters, which are approximated as921

additive or multiplicative modifiers of the relevant yields922

and constrained to the available auxiliary information us-923

ing Gaussian likelihoods. The parameter of interest is µ,924

the signal branching fraction relative to its SM expecta-925

tion (signal strength). The SM expectation for the sig-926

nal branching fraction used as a reference is 4.97⇥ 10�6,927

based on Ref [4] and excluding the contribution from the928

⌧ decays. The statistical analysis is performed with the929

pyhf computer program [42] and the results are checked930

using a dedicated sghf computer program [18], which is931

also used for fits to control samples.932
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FIG. 9. Distribution of ⌘(BDT2) in data (points with error
bars) and simulation divided into three groups (B-meson de-
cays with and without subsequent D ! K0

LX decays, and the
sum of the five continuum categories), for the pion-enriched
ITA control sample. All the corrections are applied, including
the one for the contribution involving D mesons decaying to
K0

L. The pull distribution is shown in the bottom panel.
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FIG. 10. Distribution of q2rec in data (points with error bars) and simulation (filled histograms) divided into three groups
(B-meson decays with and without subsequent D ! K0

LX decays, and the sum of the five continuum categories), for the
electron- (left) and muon-enriched (right) PID control samples with ⌘(BDT2) > 0.92 in the ITA. The pull distribution is shown
in the bottom pannel.

FIG. 11. Distribution of invariant K0

SK
0

S mass in background-
subtracted data (points with error bars) and signal simulation
(histogram) for B+ ! K+K0

SK
0

S candidates. The simulated
distribution is normalized to the number of BB̄ events. The
pull distribution is shown in the bottom panel.

XI. SYSTEMATIC UNCERTAINTIES933

A large number of possible sources of systematic un-934

certainty is considered, and summarized in Tables I for935

ITA and II for HTA.936

For ITA, the yields of the seven individual background937

categories are allowed to vary independently in the fit.938

However, each is limited assuming a Gaussian constraint,939

centered at the expectation based on (corrected) simula-940

tion and with standard deviation corresponding to 50% of941

the central value. The 50% value is motivated by a global942

normalization di↵erence between the o↵-resonance data943

and continuum simulation, as mentioned in Sec. IXA. For944

the charged B background yield, which has the largest945

correlation with the signal strength µ, the post-to-pre-fit946

change is about half of the assigned uncertainty.947

The remaining systematic uncertainties may also influ-948

ence the shape of the templates. Each source is described949

by several nuisance parameters. Several sources are950

used to cover background-modeling uncertainties. The951

branching fractions of decay modes contributing about952

80% of B
+ decays and 70% of B

0 decays in the SR953

are allowed to vary according to their known uncertain-954

ties [14]. These variations are then propagated to the SR955

bins, and their e↵ects, along with correlations, are incor-956

porated into a covariance matrix. This matrix is sub-957

sequently factorized into a canonical form using eigen-958

decomposition and represented using five nuisance pa-959

rameters. The uncertainty on the branching fraction of960

the B+ ! K
+
K

0
LK

0
L decay is estimated to be 20% to ac-961

count for potential branching fraction di↵erences between962

B
+ ! K

+
K

0
LK

0
L and B

+ ! K
+
K

0
SK

0
S decays. Uncer-963

tainty on the branching fraction of the B
+ ! K

+
K

0
SK

0
L964

decay is estimated to be 30%. This accounts for possible965

isospin-breaking e↵ects (20%) and uncertainties in the p-966

wave nonresonant contribution (20%). The uncertainties967

on the branching fractions of B ! D
⇤⇤ decays, which are968

poorly known, are assigned to be 50%. Uncertainties in969
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TABLE II. Sources of systematic uncertainty in the HTA (see caption of Table I for details).

Source Correction Uncertainty type Uncertainty size Impact on �µ

Normalization of BB background — Global, 1 np 30% 0.91
Normalization of continuum background — Global, 2 np 50% 0.58
Leading B-decay branching fractions — Shape, 3 np O(1%) 0.10
Branching fraction for B+ ! K+K0

LK
0

L q2 dependent O(100%) Shape, 1 np 20% 0.20
Branching fraction for B ! D⇤⇤ — Shape, 1 np 50% < 0.01
Branching fraction for B+ ! K+nn̄ q2 dependent O(100%) Shape, 1 np 100% 0.05
Branching fraction for D ! K0

LX +30% Shape, 1 np 10% 0.03
Continuum-background modeling, BDTc Multivariate O(10%) Shape, 1 np 100% of correction 0.29
Number of BB̄ — Global, 1 np 1.5% 0.07
Track finding e�ciency — Global, 1 np 0.3% 0.01
Signal-kaon PID p, ✓ dependent O(10� 100%) Shape, 3 np O(1%) < 0.01
Extra-photon multiplicity n�extra dependent O(20%) Shape, 1 np O(20%) 0.61
K0

L e�ciency — Shape, 1 np 17% 0.31
Signal SM form-factors q2 dependent O(1%) Shape, 3 np O(1%) 0.06
Signal e�ciency — Shape, 6 np 16% 0.42
Simulated sample size — Shape, 18 np O(1%) 0.60

FIG. 12. Distribution of the invariant mass of the K+K�

pair from B0 ! K0

SK
+K� decays in background-subtracted

data (points with error bars) and the sum of the simulated p-
wave nonresonant component (histogram filled with red), the
s-wave contribution estimated using B+ ! K+K0

SK
0

S decays
in data (histogram filled with blue), and simulated B0 !
K0

S�, � ! K+K� decay (histogram filled with purple). The
distribution obtained using B+ ! K+K0

SK
0

S decays in data
is corrected for e�ciency and the ratio of the B+ and B0

lifetimes. The simulated distributions are normalized to the
number of BB̄ events. The pull distribution is shown in the
bottom panel.

vestigated in detail. No significant shift is observed for1028

the background yields from charged and neutral B-meson1029

decays. For the ITA, the shifts in the continuum back-1030

ground yields are consistent with the di↵erence observed1031

in the normalization of the continuum simulation with1032

respect to the o↵-resonance data.1033

XII. RESULTS1034

The data in the o↵-resonance sample and in the SR1035

of the ITA are shown in Fig. 13, with fit results over-1036

laid. Good agreement between data and fit is observed1037

in both samples. The data in the SR shows the pres-1038

ence of B+ ! K
+
⌫⌫̄ signal. The observed signal purity1039

is found to be 5% in the SR and is as high as 19% in1040

the three bins with ⌘(BDT2) > 0.98. The compatibil-1041

ity between the data and fit results is determined with1042

simplified experiments by checking the fraction of experi-1043

ments with the value of the negative log-likelihood above1044

the one observed in the data: a p-value of 47% is found.1045

Figures 14 and 15 present distributions of several vari-1046

ables for the events within the signal region. The sim-1047

ulated samples are corrected di↵erentially using ratios1048

of post-to-pre-fit yields for each SR bin. Good overall1049

agreement is observed. However, certain discrepancies1050

are evident in the q
2
rec distribution, showing a deficit in1051

data-to-predictions for q2rec < 3GeV2
/c

4 and an excess for1052

3GeV2
/c

4
< q

2
rec < 5GeV2

/c
4.1053

An excess over the background-only hypothesis is ob-1054

served in the ITA. The signal strength is determined to be1055

µ = 5.6+1.0
�1.0(stat)

+1.1
�0.9(syst) = 5.6± 1.5, where the statis-1056

tical uncertainty is estimated using simplified simulated1057

experiments based on Poisson statistics. The total un-1058

certainty is obtained by a profile likelihood scan, fitting1059

the model with fixed values of µ around the best-fit value1060

while keeping the other fit parameters free; see Fig. 16.1061

The systematic uncertainty is calculated by subtracting1062

the statistical uncertainty in quadrature from the total1063

uncertainty. An additional 8% theoretical uncertainty,1064

arising from the knowledge of the branching fraction in1065

the SM, is not included.1066
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in both samples. The data in the SR shows the pres-1038

ence of B+ ! K
+
⌫⌫̄ signal. The observed signal purity1039

is found to be 5% in the SR and is as high as 19% in1040

the three bins with ⌘(BDT2) > 0.98. The compatibil-1041

ity between the data and fit results is determined with1042

simplified experiments by checking the fraction of experi-1043

ments with the value of the negative log-likelihood above1044

the one observed in the data: a p-value of 47% is found.1045

Figures 14 and 15 present distributions of several vari-1046

ables for the events within the signal region. The sim-1047

ulated samples are corrected di↵erentially using ratios1048

of post-to-pre-fit yields for each SR bin. Good overall1049

agreement is observed. However, certain discrepancies1050

are evident in the q
2
rec distribution, showing a deficit in1051

data-to-predictions for q2rec < 3GeV2
/c

4 and an excess for1052

3GeV2
/c

4
< q

2
rec < 5GeV2

/c
4.1053

An excess over the background-only hypothesis is ob-1054

served in the ITA. The signal strength is determined to be1055

µ = 5.6+1.0
�1.0(stat)

+1.1
�0.9(syst) = 5.6± 1.5, where the statis-1056

tical uncertainty is estimated using simplified simulated1057

experiments based on Poisson statistics. The total un-1058

certainty is obtained by a profile likelihood scan, fitting1059

the model with fixed values of µ around the best-fit value1060

while keeping the other fit parameters free; see Fig. 16.1061

The systematic uncertainty is calculated by subtracting1062

the statistical uncertainty in quadrature from the total1063

uncertainty. An additional 8% theoretical uncertainty,1064

arising from the knowledge of the branching fraction in1065

the SM, is not included.1066

Check  bkgd. with K0
L B → K0

SK+K−arXiv:2311.14647
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FIG. 19. Signal strength µ determined in the ITA (left) and HTA (right) for independent data samples divided into approximate
halves by various criteria. The vertical lines show the result obtained on the full data set.

FIG. 20. Distribution of q2rec for ITA events in the pion-
enriched sample and populating the ⌘(BDT2) > 0.92 bins.
The yields of simulated background and signal components
are normalized based on the fit results to determine the
branching fraction of the B+ ! ⇡+K0 decay. The pull dis-
tribution is shown in the bottom panel.

ing fractions in Refs. [9, 12] they are computed for this1229

comparison based on the quoted observed number of1230

events and e�ciency, following the procedure outlined1231

in Ref. [13]. The ITA result is in agreement with the1232

previous measurements obtained using hadronic and in-1233

clusive tagging methods. There are tensions of 2.4 and1234

1.9 standard deviations with the results obtained using1235

semileptonic tagging by the BaBar [11] and Belle [12]1236

Collaborations, respectively. The HTA result is in agree-1237

ment with all measurements. The precision of the ITA1238

measurement is comparable with the previous best re-1239

sults, despite being obtained with a smaller data sample.1240

The precision of the HTA result exceeds that achieved by1241

previous analyses using hadronic tagging. The combined1242

Belle II result has comparable accuracy to the best single1243

measurement, reported by Belle using semileptonic tags.1244

A naive weighted average of the four independent mea-1245

surements, obtained using symmetrized uncertainties,1246

(see Fig. 21) yields a branching fraction of (1.4± 0.4) ⇥1247

10�5, and the corresponding �
2 per degrees of freedom1248

is found to be 4.3/4, corresponding to a p-value of 37%.1249

The analysis was initially performed in a manner de-1250

signed to reduce experimenter’s bias. The full analysis1251

procedure was developed and finalized before determin-1252

ing the branching fraction from data. However, several1253

checks and corrections were applied after the result was1254

obtained. The original measurement was initially lim-1255

ited to the ITA and optimized through simulation using1256

a partial data set of 189 fb�1. In spring 2022, a fit to1257

the data revealed a significant deviation from the expec-1258

tations of the SM. To validate the findings, the ITA was1259

repeated using a larger data sample while maintaining1260

the selection criteria employed in the original measure-1261

ment. As an additional consistency check, the HTA was1262

     Slavomira Stefkova, slavomira.stefkova@kit.edu                                                                                                                   CKM 202315

Closure test:  (ITA)!(B+ → π+K0)
Measure a branching fraction for a known rare decay mode  to validate the background 
estimation using nominal analysis, but with:

Pion ID instead of kaon ID
Different   bin boundaries
Only on-resonance data used for fit
Only normalization systematics included

Result:

B+ → π+K0

q2
rec

ℬ(B+ → π+K0) = (2.5 ± 0.5) × 10−5

Measured values consistent with PDG value 
 !(B+ → π+K0) = (2.3 ± 0.08) × 10−5
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estimation using nominal analysis, but with:

Pion ID instead of kaon ID
Different   bin boundaries
Only on-resonance data used for fit
Only normalization systematics included

Result:

B+ → π+K0

q2
rec

ℬ(B+ → π+K0) = (2.5 ± 0.5) × 10−5

Measured values consistent with PDG value 
 !(B+ → π+K0) = (2.3 ± 0.08) × 10−5

Consistent with PDG:
ℬ(B+ → π+K0) = (2.3 ± 0.08) × 10−5

η(BDT2) > 0.92
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Search for  at Belle IIB+ → K+νν

Results
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FIG. 13. Observed yields and fit results in bins of the ⌘(BDT2) ⇥ q2rec space obtained by the ITA simultaneous fit to the
o↵- and on-resonance data, corresponding to an integrated luminosity of 42 and 362 fb�1, respectively. The yields are shown
individually for neutral and charged B-meson decays and the sum of the five continuum categories. The yields are obtained in
bins of the ⌘(BDT2)⇥ q2rec space. The pull distribution is shown in the bottom panel.

A comparison of data and fit results for the HTA is1067

shown in Fig. 17. The compatibility between the data1068

and fit results is determined to be 61%. The HTA ob-1069

serves a signal strength of µ = 2.2+1.8
�1.7(stat)

+1.6
�1.1(syst) =1070

2.2+2.4
�2.0, lower than the ITA result, but consistent at 1.21071

standard deviations. In the whole SR, a signal purity of1072

7% is measured, which increases to 20% in the three bins1073

with ⌘(BDTh) > 0.7, with the main background contri-1074

bution from BB̄ decays. Figure 18 shows distributions of1075

several variables for the events within the signal region.1076

Good agreement is observed.1077

If interpreted in terms of signal, the results corre-1078

spond to a branching fraction of the B
+ ! K

+
⌫⌫̄ de-1079

cay of [2.8± 0.5(stat)± 0.5(syst)]⇥10�5 for the ITA and1080 ⇥
1.1+0.9

�0.8(stat)
+0.8
�0.5(syst)

⇤
⇥ 10�5 for the HTA. The likeli-1081

hood L is evaluated for several µ values. The square root1082

of the di↵erence between the �2 log L values at µ = 01083

and the minimum is used to estimate the significance of1084

the observed excess with respect to the background-only1085

hypothesis, which yields 3.6 standard deviations for the1086

ITA. For the HTA, the observed signal is consistent with1087

the background-only hypothesis at 1.1 standard devia-1088

tions. Similarly, the square root of the di↵erence be-1089

tween the �2 log L values at µ = 1 and at the minimum1090

is used to estimate the significance of the observed signal1091

with respect to the SM expectation. For the ITA, it is1092

found to be 3.0 standard deviations, indicating a poten-1093

tial deviation from the SM. For the HTA, the result is in1094

agreement with the SM at 0.6 standard deviations.1095

Events from the SR of the HTA represent only 2% of1096

the corresponding events in the ITA; their removal does1097

not alter the ITA result significantly. The ITA sample1098

with removed overlapping events is used for the compat-1099

ibility checks. The ITA and HTA measurements are in1100

agreement, with the di↵erence in the signal strength con-1101

sistent at 1.2 standard deviations.1102

XIII. CONSISTENCY CHECKS1103

Several checks are performed to test the validity of the1104

analysis.1105

Simulation and data events are divided into approxi-1106

mately same-size statistically independent samples (split1107

samples) according to various criteria, including: data-1108

taking period; missing-momentum direction; momentum1109

of the rest-of-event particles; number of photons, charged1110

particles, and lepton candidates in the event; kaon direc-1111

tion; kaon charge; and total charge of the reconstructed1112

particles in the event. Fits are performed for each split1113

sample, and the results for the ITA and HTA are pre-1114

sented in Fig. 19.1115

Good compatibility is observed between the split sam-1116

ples for the HTA. A tension at 2.4 standard deviations1117

is observed for the total charge split sample in the ITA.1118

Several studies are conducted to investigate this tension,1119

but they did not reveal any significant systematic e↵ects.1120

The total �2 value per degrees of freedom for all tests in1121

the ITA is 12.5/9.1122

An important split sample involves the subdivision1123

based on the number of leptons in the ITA. Since there1124

are no leptons on the signal side, this test compares1125
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FIG. 14. Distributions of ⌘(BDT2), q
2

rec, Mbc,ROE, �EROE, Fox-Wolfram R2 and modified Fox-Wolfram Hso
m,2 in data (points

with error bars) and simulation (histograms) shown individually for the B+ ! K+⌫⌫̄ signal, neutral and charged B-meson
decays, and the sum of the five continuum categories in the ITA. Events in the full signal region, with ⌘(BDT2) > 0.92, are
shown. Data and simulation are normalized to an integrated luminosity corresponding to 362 fb�1. The pull distribution is
shown in the bottom panel.

η(BDT2) > 0.92

 post-fit distributions (ITA)B+ → K+νν
arXiv:2311.14647
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FIG. 14. Distributions of ⌘(BDT2), q
2

rec, Mbc,ROE, �EROE, Fox-Wolfram R2 and modified Fox-Wolfram Hso
m,2 in data (points

with error bars) and simulation (histograms) shown individually for the B+ ! K+⌫⌫̄ signal, neutral and charged B-meson
decays, and the sum of the five continuum categories in the ITA. Events in the full signal region, with ⌘(BDT2) > 0.92, are
shown. Data and simulation are normalized to an integrated luminosity corresponding to 362 fb�1. The pull distribution is
shown in the bottom panel. 50
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FIG. 15. Distributions of ⌘(BDT2), q
2

rec, Mbc,ROE, �EROE, Fox-Wolfram R2 and modified Fox-Wolfram Hso
m,2 in data (points

with error bars) and simulation shown individually for the B+ ! K+⌫⌫̄ signal, neutral and charged B-meson decays, and the
sum of the five continuum categories in the ITA. Events in the most signal-rich region, with ⌘(BDT2) > 0.98, are shown. Data
and simulation are normalized to an integrated luminosity corresponding to 362 fb�1. The pull distribution is shown in the
bottom panel.

η(BDT2) > 0.98

 post-fit (SE) distributions (ITA)B+ → K+νν
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sum of the five continuum categories in the ITA. Events in the most signal-rich region, with ⌘(BDT2) > 0.98, are shown. Data
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FIG. 16. Twice the negative log-likelihood ratio as a function
of the signal strength µ for the ITA, the HTA, and the com-
bined result. The value for each scan point is determined by
fitting the data, where all parameters but µ are varied.

FIG. 17. Observed yields and fit results in bins of ⌘(BDTh)
as obtained by the HTA fit, corresponding to an integrated
luminosity of 362 fb�1. The yields are shown for the signal
and the three background categories (BB̄ decays, cc̄ contin-
uum, and light-quark continuum). The pull distribution is
shown in the bottom panel.

events in which a (semi)leptonic B decay occurred in1126

the ROE with those in which a hadronic B decay oc-1127

curred. The separation is confirmed by inspecting sim-1128

ulated events. Excellent agreement is observed between1129

the two split samples. This demonstrates the robustness1130

of the ITA analysis with respect to a particular signature1131

in the ROE.1132

For each common split sample, a comparison is also1133

performed between the two analyses, showing compati-1134

bility between one and two standard deviations.1135

An ITA fit fixing the normalization of the B back-1136

ground to the expectation and the normalization of the1137

continuum to the signal yield observed in o↵-resonance1138

data yields a reduction of the uncertainty on µ by 25%1139

with a change in µ that is consistent with zero at 1.51140

standard deviations. Performing a fit where the 50% con-1141

straint on the normalizations of all background sources1142

is released leads to a minimal change of µ by 0.1, with1143

the uncertainty on µ increasing by only 5%. Another fit1144

in which the leading systematic uncertainties are fixed1145

also gives a consistent result. A fit to the 12 bins of1146

⌥ (4S) data only, i.e., excluding the o↵-resonance data,1147

changes µ by less than 0.1, while the uncertainty in-1148

creases by 2%. Similarly, a fit restricted to the 18 bins1149

with ⌘(BDT2) > 0.94 yields a change in µ of less than1150

0.1, while the uncertainty increases by 3%.1151

The ITA method is further validated by performing a1152

branching fraction measurement of the B
+ ! ⇡

+
K

0 de-1153

cay. This decay has a known rate close to the expected1154

SM rate for B+ ! K
+
⌫⌫̄, and a similar signature, with1155

comparable selection e�ciency and purity. The branch-1156

ing fraction, measured using K
0
S in the final state, is1157

(2.34 ± 0.08) ⇥ 10�5 [14]. With respect to the nominal1158

B
+ ! K

+
⌫⌫̄ analysis, the following modifications are1159

implemented for this validation: (i) positive pion identi-1160

fication is used instead of kaon identification; (ii) a bin1161

boundary of the SR in q
2
rec is changed from 4 GeV2

/c
4 to1162

2 GeV2
/c

4 to increase sensitivity; (iii) the fit model uses1163

only three sources of background (continuum, neutral B1164

decays, charged B decays excluding B
+ ! ⇡

+
K

0), and1165

the signal B+ ! ⇡
+
K

0 decays; (iv) systematic uncer-1166

tainties are restricted to those originating from limited1167

samples of the simulated events and global normalization1168

uncertainties; (v) the fit is restricted to the data sample1169

collected at the ⌥ (4S) resonance.1170

Based on the simulation, 80% of K0 within the SR are1171

K
0
L while the remaining 20% are K

0
S . The B

+ ! ⇡
+
K

0
1172

SR corresponds to a signal-selection e�ciency of 4.4%1173

with 0.9% purity, which can be compared to the 8% and1174

0.9% values for the B+ ! K
+
⌫⌫̄, respectively. However,1175

the data event yield is almost three times higher, provid-1176

ing a sensitive test of the SR modeling. The fit yields1177

compatibility between data and simulation; with a p-1178

value of 83%. The branching fraction of the B+ ! ⇡
+
K

0
1179

decay is found to be (2.5 ± 0.5) ⇥ 10�5, consistent with1180

the known value. The distribution of q2rec with the back-1181

ground and signal components normalized using the fit1182

result is shown in Fig. 20.11831184

XIV. COMBINATION1185

The consistency of the two analyses and the small size1186

of the overlap between the HTA and ITA samples allows1187

to combine the results, achieving a 10% increase in pre-1188

cision over the ITA result alone. This is done through a1189

profile maximum likelihood fit, incorporating correlations1190

between common systematic uncertainties. In order to1191

eliminate statistical correlation, common data events are1192

excluded from the ITA dataset prior to the combination.1193

These represent 2% of the ITA events in the SR. Nuisance1194

parameters corresponding to the number of BB̄ events,1195

 

result (HTA)
B+ → K+νν
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FIG. 18. Distribution of q2rec, Eextra, E
⇤
miss + cp⇤miss and ntracks extra for events in the signal region. These distributions are

obtained for B+ ! K+⌫⌫̄ candidates reconstructed in data (points with error bars), simulation of signal (red histogram), BB̄
decays, cc̄ continuum, and light-quark continuum backgrounds, normalised according to the fit yields (other histograms) in the
HTA. The pull distribution is shown in the bottom panel.

signal form-factors, and branching fractions for processes1196

B ! K
+
K

0
LK

0
L , B ! D

(⇤⇤)
X, B ! K

+
nn̄, D ! K

0
LX,1197

and other leading B-meson decays are treated as fully1198

correlated. To capture full correlations for the systematic1199

uncertainties related to the branching fractions of lead-1200

ing B-meson decays between the ITA and HTA, eigen-1201

decomposition of the shared covariance matrix between1202

ITA and HTA is performed and represented using ten1203

nuisance parameters.1204

Conversely, other sources are considered uncorrelated1205

due to their analysis-specific nature, distinct evaluation1206

methods, or minor impact, such as PID uncertainties.1207

In order to ensure robustness, various di↵erent scenar-1208

ios are studied, including variations where sources, such1209

as global background normalization, are assumed to be1210

fully correlated between the two analyses. These tests1211

yield no substantial deviation from the default combina-1212

tion. The combined result for the signal strength yields1213

µ = 4.7 ± 1.3 = 4.7 ± 1.0(stat) ± 0.9(syst), correspond-1214

ing to a branching fraction of the B
+ ! K

+
⌫⌫̄ decay1215

of (2.4± 0.7)⇥ 10�5 =
⇥
2.4± 0.5(stat)+0.5

�0.4(syst)
⇤
⇥ 10�5.1216

The significance with respect to the background-only hy-1217

pothesis is determined using a likelihood scan and found1218

to be 3.6 standard deviations. The combined result is1219

consistent with the SM expectations at 2.8 standard de-1220

viations.1221

XV. DISCUSSION1222

The measured branching fraction is compared with1223

previous measurements in Fig. 21. The comparison is1224

performed using branching fractions from prior measure-1225

ments to assess both the compatibility and relative ac-1226

curacy. For BaBar, the branching fractions are taken1227

as given in Ref [10]. Since Belle did not report branch-1228

HTA 

post-fit

μ(BDTh) > 0.4
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FIG. 16. Twice the negative log-likelihood ratio as a function
of the signal strength µ for the ITA, the HTA, and the com-
bined result. The value for each scan point is determined by
fitting the data, where all parameters but µ are varied.

FIG. 17. Observed yields and fit results in bins of ⌘(BDTh)
as obtained by the HTA fit, corresponding to an integrated
luminosity of 362 fb�1. The yields are shown for the signal
and the three background categories (BB̄ decays, cc̄ contin-
uum, and light-quark continuum). The pull distribution is
shown in the bottom panel.

events in which a (semi)leptonic B decay occurred in1126

the ROE with those in which a hadronic B decay oc-1127

curred. The separation is confirmed by inspecting sim-1128

ulated events. Excellent agreement is observed between1129

the two split samples. This demonstrates the robustness1130

of the ITA analysis with respect to a particular signature1131

in the ROE.1132

For each common split sample, a comparison is also1133

performed between the two analyses, showing compati-1134

bility between one and two standard deviations.1135

An ITA fit fixing the normalization of the B back-1136

ground to the expectation and the normalization of the1137

continuum to the signal yield observed in o↵-resonance1138

data yields a reduction of the uncertainty on µ by 25%1139

with a change in µ that is consistent with zero at 1.51140

standard deviations. Performing a fit where the 50% con-1141

straint on the normalizations of all background sources1142

is released leads to a minimal change of µ by 0.1, with1143

the uncertainty on µ increasing by only 5%. Another fit1144

in which the leading systematic uncertainties are fixed1145

also gives a consistent result. A fit to the 12 bins of1146

⌥ (4S) data only, i.e., excluding the o↵-resonance data,1147

changes µ by less than 0.1, while the uncertainty in-1148

creases by 2%. Similarly, a fit restricted to the 18 bins1149

with ⌘(BDT2) > 0.94 yields a change in µ of less than1150

0.1, while the uncertainty increases by 3%.1151

The ITA method is further validated by performing a1152

branching fraction measurement of the B
+ ! ⇡

+
K

0 de-1153

cay. This decay has a known rate close to the expected1154

SM rate for B+ ! K
+
⌫⌫̄, and a similar signature, with1155

comparable selection e�ciency and purity. The branch-1156

ing fraction, measured using K
0
S in the final state, is1157

(2.34 ± 0.08) ⇥ 10�5 [14]. With respect to the nominal1158

B
+ ! K

+
⌫⌫̄ analysis, the following modifications are1159

implemented for this validation: (i) positive pion identi-1160

fication is used instead of kaon identification; (ii) a bin1161

boundary of the SR in q
2
rec is changed from 4 GeV2

/c
4 to1162

2 GeV2
/c

4 to increase sensitivity; (iii) the fit model uses1163

only three sources of background (continuum, neutral B1164

decays, charged B decays excluding B
+ ! ⇡

+
K

0), and1165

the signal B+ ! ⇡
+
K

0 decays; (iv) systematic uncer-1166

tainties are restricted to those originating from limited1167

samples of the simulated events and global normalization1168

uncertainties; (v) the fit is restricted to the data sample1169

collected at the ⌥ (4S) resonance.1170

Based on the simulation, 80% of K0 within the SR are1171

K
0
L while the remaining 20% are K

0
S . The B

+ ! ⇡
+
K

0
1172

SR corresponds to a signal-selection e�ciency of 4.4%1173

with 0.9% purity, which can be compared to the 8% and1174

0.9% values for the B+ ! K
+
⌫⌫̄, respectively. However,1175

the data event yield is almost three times higher, provid-1176

ing a sensitive test of the SR modeling. The fit yields1177

compatibility between data and simulation; with a p-1178

value of 83%. The branching fraction of the B+ ! ⇡
+
K

0
1179

decay is found to be (2.5 ± 0.5) ⇥ 10�5, consistent with1180

the known value. The distribution of q2rec with the back-1181

ground and signal components normalized using the fit1182

result is shown in Fig. 20.11831184

XIV. COMBINATION1185

The consistency of the two analyses and the small size1186

of the overlap between the HTA and ITA samples allows1187

to combine the results, achieving a 10% increase in pre-1188

cision over the ITA result alone. This is done through a1189

profile maximum likelihood fit, incorporating correlations1190

between common systematic uncertainties. In order to1191

eliminate statistical correlation, common data events are1192

excluded from the ITA dataset prior to the combination.1193

These represent 2% of the ITA events in the SR. Nuisance1194

parameters corresponding to the number of BB̄ events,1195

 

(combined)
B+ → K+νν

•Prob(null signal of 
) 

= 0.012% (3.5 )

•Prob(  from 
SM only) 
= 0.17% (2.7 )

B+ → K+νν
σ

B+ → K+νν

σ
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FIG. 19. Signal strength µ determined in the ITA (left) and HTA (right) for independent data samples divided into approximate
halves by various criteria. The vertical lines show the result obtained on the full data set.

FIG. 20. Distribution of q2rec for ITA events in the pion-
enriched sample and populating the ⌘(BDT2) > 0.92 bins.
The yields of simulated background and signal components
are normalized based on the fit results to determine the
branching fraction of the B+ ! ⇡+K0 decay. The pull dis-
tribution is shown in the bottom panel.

ing fractions in Refs. [9, 12] they are computed for this1229

comparison based on the quoted observed number of1230

events and e�ciency, following the procedure outlined1231

in Ref. [13]. The ITA result is in agreement with the1232

previous measurements obtained using hadronic and in-1233

clusive tagging methods. There are tensions of 2.4 and1234

1.9 standard deviations with the results obtained using1235

semileptonic tagging by the BaBar [11] and Belle [12]1236

Collaborations, respectively. The HTA result is in agree-1237

ment with all measurements. The precision of the ITA1238

measurement is comparable with the previous best re-1239

sults, despite being obtained with a smaller data sample.1240

The precision of the HTA result exceeds that achieved by1241

previous analyses using hadronic tagging. The combined1242

Belle II result has comparable accuracy to the best single1243

measurement, reported by Belle using semileptonic tags.1244

A naive weighted average of the four independent mea-1245

surements, obtained using symmetrized uncertainties,1246

(see Fig. 21) yields a branching fraction of (1.4± 0.4) ⇥1247

10�5, and the corresponding �
2 per degrees of freedom1248

is found to be 4.3/4, corresponding to a p-value of 37%.1249

The analysis was initially performed in a manner de-1250

signed to reduce experimenter’s bias. The full analysis1251

procedure was developed and finalized before determin-1252

ing the branching fraction from data. However, several1253

checks and corrections were applied after the result was1254

obtained. The original measurement was initially lim-1255

ited to the ITA and optimized through simulation using1256

a partial data set of 189 fb�1. In spring 2022, a fit to1257

the data revealed a significant deviation from the expec-1258

tations of the SM. To validate the findings, the ITA was1259

repeated using a larger data sample while maintaining1260

the selection criteria employed in the original measure-1261

ment. As an additional consistency check, the HTA was1262

57

Stability checks
arXiv:2311.14647
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FIG. 21. Branching fraction measured by Belle II, previous
experiments [9, 10, 12, 13] and the SM expectation [4]. The
Belle analyses reported upper limits; the values shown here
are computed based on the quoted observed number of events
and e�ciency. The weighted average is computed assuming
symmetrized and uncorrelated uncertainties, excluding the
superseded measurement of Belle II (63 fb�1, Inclusive) [13]
and the uncombined results of BaBar and Belle II shown as
open data points.

introduced. The new analyses underwent rigorous con-1263

sistency checks before the signal strength was once again1264

unveiled in spring 2023. The ITA and HTA analyses1265

were found to be in agreement, confirming the results of1266

the original 2022 analysis. Further comprehensive checks1267

were conducted in PID sidebands, leading to changes in1268

background modeling and an increase in systematic un-1269

certainties.1270

The post-unveiling changes in the ITA are correc-1271

tions to the K
0
L reconstruction e�ciency in the ECL1272

and its uncertainty, motivated by the observed excess1273

in the pion-enriched sample (Sec. VC); correction to1274

the rate of D-meson decays involving K
0
L and its un-1275

certainty (Sec. IXB2); and corrections to the B
+ !1276

K
+
K

0
K

0 decay modeling and corresponding uncertainty1277

(Sec. IXB3). In addition, the treatment of the recon-1278

structed hadronic energy in the ECL was adjusted. In-1279

stead of keeping the scale at the nominal value, it is1280

now adjusted to the preferred value while keeping the1281

100% uncertainty (Sec. VC). These modifications lead to1282

a shift of the signal strength µ in the ITA of about �0.5.1283

Given updates of the input variables, a new training of1284

the BDT2 was performed that led to an additional �0.51285

change in µ with a statistical uncertainty of 0.6 estimated1286

using simulated experiments. The modifications lead to1287

an increase of the total uncertainty by 10%, driven by the1288

uncertainty on the B
+ ! K

+
K

0
LK

0
L branching fraction.1289

The HTA changes are an addition of a systematic un-1290

certainty due to the K
0
L reconstruction e�ciency in the1291

ECL (Sec. VC); correction to the rate of D-meson de-1292

cays involving K
0
L and its uncertainty (Sec. IXB2); cor-1293

rections to the B+ ! K
+
K

0
LK

0
L decay modeling and cor-1294

responding uncertainty (Sec. IXB3); FEI selection and1295

the definition of Eextra. The BDTh classifier was also1296

retrained. These changes resulted in a change in the sig-1297

nal strength of �4.3 with a statistical uncertainty of 1.9,1298

estimated using simulated experiments, which accounts1299

for both data and simulated samples. The previously1300

underestimated contributions from B
+ ! K

+
K

0
LK

0
L and1301

D ! K
0
LX background reduce the signal strength by1302

�0.6. Taking this reduction and the estimate of the sta-1303

tistical uncertainty into account, the significance of the1304

change in µ is 1.9 standard deviations. The total uncer-1305

tainty for the HTA is reduced by about 20%.1306

XVI. SUMMARY1307

In summary, a search for the rare decay B
+ ! K

+
⌫⌫̄1308

is reported using an inclusive tagging approach with data1309

collected by the Belle II detector at the ⌥ (4S) resonance,1310

corresponding to an integrated luminosity of 362 fb�1.1311

The search is validated by a well-established approach1312

using hadronic B tagging. The background processes are1313

suppressed by exploiting distinct kinematic properties of1314

the B
+ ! K

+
⌫⌫̄ decays in a multivariate classifier that1315

is optimized using simulated data. The quality of the1316

simulation is validated using several control channels. A1317

sample-composition fit is used to extract the branching1318

fraction of the B
+ ! K

+
⌫⌫̄ decay. The branching frac-1319

tion obtained using the inclusive tagging approaches is1320

(2.8± 0.7)⇥ 10�5. This measure has a significance of 3.61321

standard deviations with respect to the background-only1322

hypothesis and shows a 3.0 standard deviations departure1323

from the standard model expectation. The branching1324

fractions obtained using the hadronic tagging approach is1325

(1.1+1.2
�1.0)⇥10�5 and it is consistent with the inclusive re-1326

sult at 1.2 standard deviations. A combination of the in-1327

clusive and hadronic tagging results yields the branching1328

fraction of the B
+ ! K

+
⌫⌫̄ decay of (2.4± 0.7)⇥ 10�5,1329

providing the first evidence of the decay with a signifi-1330

cance of 3.6 standard deviations. The combined result1331

shows a departure of 2.8 standard deviation from the1332

standard model expectation.1333
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Closing
With a very clean initial state of  collision, equipped with a 
hermetic Belle II detector covering near  around the interaction 
point, we can study many subjects involving final states with missing 
particles by using  conservation.

In this talk, we have presented just a few selected topics including 
ALP search (2020), test of LFU with , and .

 By combining two (nearly independent) analysis methods, Belle II 
has observed evidence for  at , which is above SM 
prediction by .

e+e−

4π

(E, ⃗p)

τ → ℓνν B+ → K+νν

B+ → K+νν 3.5σ
2.7σ
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Thank you!



Appendices
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2 x mB = 10.56 GeV
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Non-leptonic hadron decays at e+e– colliders

• Coherent production of meson-antimeson 
pairs with kinematics constrained by 
precisely known collision energy 

• Simple and clean event topologies: 
hadronic events have typically O(10) 
particles 

• Asymmetric-energy colliders: boosted 
production for time-dependent 
measurements 

• Hermetic detectors: excellent (and 
kinematically unbiased) efficiencies for all 
final states, including neutral hadrons 
such as π0, η, KS0, KL0, n

5

B-Factory basics 

• Asymmetric collider 
Boost of center-of-mass 

• Excellent vertexing 
performance ( ) 

• coherent  pairs 
production 

• Excellent flavour tagging 
performance

⇒

σ ∼ 15 μm
BB

6

Expected Mbc ≃ mBExpected ΔE ≃ 0

ΔE = E*B − s /2 Mbc = ( s /2)2 − ⃗p*2
B

•   
constrained kinematics 

• Hermetic detector  complete event 
reconstruction

s = m(Υ(4S)) = 10.58 GeV ≃ 2mB ⇒

⇒

 
measurement of 

 for time 
dependent CP 
violation (TDCPV) 

Δt

9
Invariant  mass with  energy 

replaced by half of the collision energy.
B B Difference between expected and 

observed B energy

Signal 
Continuum 

 backgroundBB̄

B factory analysis 101 

SignalContinuum 

Point-like particles colliding at BBbar threshold: low background and 
knowledge of initial state offers stringent kinematic constraints.  

Extract signal using

kinematics event shape
Event topology

KinematicsKey variables of B decays
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FEI algorithm to reconstruct 

• uses ~200 BDT’s to reconstruct  different 
 decay chains


• assign signal probability of being correct 

Btag

𝒪(104)
B

Btag

Full Event Interpretation (FEI)
Btag Bsig


