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Sunet is the Swedish 
University Computer 

Network



You model your system



This is where the money 
ends!*
*for many projects

You face reality



You build at global scale



Storage (S3)

Primary data sources Secure Storage

UV-Vis

IVIUM

IPCE

PIA

…

You integrate



You expand



You ask yourself
’Does it really work all 

the time?’



You write tests



You test systematically
● Testing on top of monitoring

Manual – Automatic – On-Demand

● Acceptance Testing

Capabilities

Status and Versions

User life-cycle

File handling

● Selenium

Node-login

Local and non-MFA SSO accounts

● Collabora testing

Docoument handling and collaboration

● Load testing

20 VMs, 300 users per VM

120-150 full load users

750-1000 resyncs within 5 minutes

6000 resyncs within 40 minutes



You test automatically



You use pipelines



● Test and Coverage

48 tests

Prod & Test

Different views and scenarios

> 28k test points per day

ca. 1.3k test points per customer 
per day

● # of tests should be higher (>100)

You test a lot – all the time



You keep the developers busy



A Better 
ScienceMesh 
for everyone!



Another reality check (for testing)



What we (don’t) test (automatically)
What we test

● Core functionality for users

● WebDAV

● Select APIs (OCS)

● Change/Move/Delete

● Login/Logout

● User lifecycle

● File handling in S3 buckets

What we don’t test

● We do not test Nextcloud (we test 
Sunet Drive)

● We do not test all OS (Linux only)

● We do not test sync-clients 
(automatically)

● We do not test all browsers 
(Chrome and Firefox only)

● We do not test apps (except files)

What we will test (more)

● Sync clients (pyautogui)

● Internal federation

● External federation (ScienceMesh, 
OCM)

● Important apps (Jupyter, RDS)



Typical Test Result Patterns
Production Test

Acceptance

Selenium

Collabora

* Nextcloud major 
upgrade broke 
many tests
* Tests on live 
system fail, but do 
not mean system 
is broken
* Not all things 
work all the time, 
but most things do



Test Infrastructure
● Jenkins CI
● 5 worker nodes
● 2 data centers
● 2-3 executors per node
● X virtual framebuffer with 

XFCE
● Scheduled jobs
● Can be scaled out if necessary



Tips and Tricks
● Multithreading massively improves acceptance 

test execution time
● Selenium tests are hard to parallelize
● Failed tests do not mean your system is broken, 

but they are an indicator
● You fix your tests more often than your system
● Automated testing is extremely beneficial during 

updates
● Major updates can require a lot of test 

refactoring



Thank you!

freitag@sunet.se

kano@sunet.se

mandersson@sunet.se

https://github.com/SUNET/drive-tests


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21

