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STATE OF THE ART SEARCHES 
FOR HIGGS EXOTIC DECAYS IN 

ATLAS AND CMS



๏ History taught us that if we try hard enough, we will eventually find parameter-space where our 
current understanding of physics completely breaks down

MOTIVATION 2



๏ We know that Standard Model has to break down, we just don’t know where the parameter-space is!
๏ Higgs boson is the latest elementary particle we discovered and that makes it the least studied 

particle and the best candidate for BSM physics

MOTIVATION 3



PART 1 
RARE SM DECAYS



๏ Rare Higgs decays are a big challenge 
because of the interplay of extremely low 
branching ratios and overwhelming SM 
background

๏ Is the origin of mass of fermions really 
explained with the introduction of ad-hoc 
Yukawa terms?

๏ In the first part we focus on the ~4% if the 
Higgs boson decay pie, showing results 
utilising Run 2 data of ~140 fb-1 proton-
proton collisions at 13 TeV
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CHANNELS OVERVIEW 6

Channel Dataset Publication
ATLAS H→Z𝜸 139 fb-1 (Run2) Phys. Lett. B 809 (2020) 135754

CMS H→Z𝜸 138 fb-1 (Run2) JHEP05(2023)233

ATLAS + 
CMS H→Z𝜸 139 fb-1(Run2) Phys. Rec. Lett. 132, 021803

ATLAS H→μμ 139 fb-1(Run2) Phys. Lett. B 812 (2021) 135980

CMS H→μμ 137 fb-1(Run2) JHEP01(2021)148

ATLAS H→cc 139 fb-1(Run2) EPJC82(2022)717

CMS H→cc 138 fb-1 (Run2) Phys. Rev. Lett. 131 (2023) 061801

ATLAS H→ee 139 fb-1(Run2) Phys. Lett. B 801 (2020) 135148

CMS H→ee 138 fb-1(Run2) Phys. Lett. B 846 (2023) 137783

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/HIGG-2018-42/
https://cms-results.web.cern.ch/cms-results/public-results/publications/HIG-19-014/index.html
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.132.021803
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/HIGG-2019-14/
https://cms-results.web.cern.ch/cms-results/public-results/publications/HIG-19-006/index.html
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/HIGG-2021-12/
https://cms-results.web.cern.ch/cms-results/public-results/publications/HIG-21-008/index.html
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/HIGG-2018-58/
https://cms-results.web.cern.ch/cms-results/public-results/publications/HIG-21-015/index.html
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๏ Branching ratio is 0.15%
๏ Analysis target ee/μμ + ɣ final states

๏ OS SF leptons with tight mass window requirement
๏ Improvements to mass resolution through FSR corrections and kinematic fits

๏ Several categories designed to target different production modes and mass resolution
๏ machine learning classifiers used for better S/B separation

๏ Simultaneous S+B fit across all categories is performed on the Z ɣ invariant mass distribution to 
extract signal strengths

Since the discovery of the Higgs boson [1–3] by the ATLAS [4] and CMS [5] Collaborations in 2012, a
detailed program of measurements [6–8] has confirmed its couplings and other properties to be mostly
consistent with those predicted by the Standard Model (SM). However, there are several rare Higgs boson
decay channels, including �!/W [9–11], that have not been observed. These channels provide probes
for possible contributions arising from physics beyond the SM (BSM physics). During LHC Run 2
(2015–2018), large data samples of proton–proton collisions at

p
B = 13 TeV were collected by the two

experiments, improving the sensitivity to such decays.

In the SM, the �!/W decay is expected to have a relatively small branching fraction of (1.5± 0.1) ⇥ 10�3

for a Higgs boson mass (<�) close to 125 GeV [12, 13]. As the �!/W decay occurs via loop diagrams,
with examples given in Figure 1, it is sensitive to modifications in several BSM scenarios that would cause
the branching fraction to be enhanced compared with the SM value. Examples include models where
the Higgs boson is a composite state [14], a pseudo Nambu–Goldstone boson [15], or a neutral scalar
originating from a different source [16, 17]. Branching fractions deviating from the SM value are also
expected for models with additional colorless charged scalars, leptons or vector bosons that couple to the
Higgs boson, because of their contributions via loop corrections [18–20].
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Figure 1: Examples of Feynman diagrams for �!/W decay.

This Letter reports the first evidence for �!/W decay, obtained from a combination of ATLAS [21] and
CMS [22] searches for this channel. The analyses are based on the Run 2 data sets collected by the ATLAS
and CMS experiments, corresponding to integrated luminosities of 139 and 138 fb�1, respectively, at a
center-of-mass energy of 13 TeV. Previous �!/W searches by the ATLAS and CMS Collaborations used
the data sets collected at

p
B = 7 and 8 TeV, and partial data sets collected at

p
B = 13 TeV [23–25].

The ATLAS detector [4] is a multipurpose particle detector with cylindrical geometry. It consists of an
inner tracking detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic
field, electromagnetic and hadronic sampling calorimeters, and a muon spectrometer with three toroidal
superconducting magnets, providing nearly 4c coverage in solid angle. The CMS apparatus [5] is a nearly
hermetic, multipurpose detector. Contained within a 3.8 T superconducting solenoid are an all-silicon inner
tracker, a crystal electromagnetic calorimeter, and a brass–scintillator hadron calorimeter. Gas-ionization
muon detectors are embedded in the flux-return yoke outside the solenoid.

The ATLAS and CMS �!/W analyses share many features. In both, the / boson is reconstructed through
its decays into electron or muon pairs (/ ! ✓+✓� , ✓ = 4 or `), requiring a dilepton mass above 50 GeV. The
leptons provide a clean signature and ensure a high trigger efficiency and good invariant mass resolution
for the final-state products of the Higgs boson decay. The photon candidate is reconstructed from energy
clusters in the electromagnetic calorimeters. It must satisfy identification criteria and be isolated from
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Figure 1: The /W invariant mass (</W) distributions of events satisfying the � ! /W selection in data for the six
event categories: (a) VBF-enriched, (b) High relative ?

W

T, (c) High ?TC 44, (d) Low ?TC 44, (e) High ?TC `` , and
(f) Low ?TC ``. The black points represent data. The error bars represent only the statistical uncertainty of the
data. The solid blue lines show the background-only fits to the data, performed independently in each category. The
dashed red histogram corresponds to the expected signal for a SM Higgs boson with <� = 125 GeV decaying into
/W multiplied by a factor of 20. The bottom part of the figures shows the residuals of the data with respect to the
background-only fit.
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Figure 2: The DVBF (left) and Dkin (right) distributions for signal, simulated background, and
data. The DVBF distribution includes only dijet-tagged events, and the Dkin distribution in-
cludes only untagged events. The sum of contributions from all signal production mechanisms
is shown by the blue line, while the contribution from only the VBF mechanism is shown by
the red line. Both contributions are scaled by a factor of 10. The uncertainty band incorporates
all statistical and systematic uncertainties in the expected background. The dashed lines indi-
cate the boundaries for the dijet and untagged categories. The gray shaded region in the Dkin
distribution is excluded from the analysis.

system and the corresponding scalar sum of momenta (|ÂZ,g ,j1,j2 ~pT|/ ÂZ,g,j1,j2 pT); (v) the
difference in azimuthal angle between the dijet system and the Zg system; (vi) the pT of
each jet; (vii) p

t

T, defined as |~pZg
T ⇥ t̂|, where t̂ = (~pZ

T � ~pg
T)/|~p

Z
T � ~pg

T | [91, 92], the pT of
the Zg system that is perpendicular to the difference of the three-momenta of the Z boson
and the photon, a quantity that is strongly correlated with the pT of the `+`�g system;
(viii) the DR separation between each jet and the photon, and (ix) Dkin, described below.
The distribution of DVBF is shown in Fig. 2 (left) for both simulated event samples and
data.

3. Events not assigned to the lepton-tagged or dijet categories are classified as untagged
events. The subdivision of untagged events into a set of four untagged categories is de-
scribed later in this section. A kinematic BDT classifier is trained to distinguish signal
events from background events based on the kinematics of the leptons and photon in
the Zg candidate system, as well as on the measured properties of these physics objects.
Signal events from all production processes are included in the training. The following
variables are used in the kinematic BDT training: (i) the pseudorapidity of each lepton
and the photon; (ii) the DR separation between each lepton and the photon; (iii) the pT to
mass ratio of the `+`�g system; (iv) the production angle of the Z boson in the Higgs bo-
son center-of-mass frame [93, 94]; (v) the polar and azimuthal decay angles of the leptons
in the Z boson center-of-mass frame [93, 94]; (vi) the photon MVA discriminant score; and
(vii) the photon energy resolution. The distribution of Dkin is shown in Fig. 2 (right) for
both simulated samples and data.

The subdivision of dijet and untagged events into categories is based on the VBF BDT and
kinematic BDT discriminants. Category boundaries are defined as mutually exclusive regions
of DVBF and Dkin. The locations of the boundaries defining the categories are optimized by
iterating over all possible combinations of boundaries using Ân

i=1 Si

2/Bi as a figure-of-merit.
The variables Si and Bi represent the number of expected signal and background events with
120 < m`+`�g < 130 GeV in the ith category, and n is the total number of categories. We
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Figure 6: Observed signal strength (µ) for an SM Higgs boson with mH = 125.38 GeV. The
labels “untagged combined,” “dijet combined,” and “combined” represent the results obtained
from simultaneous fits of the untagged categories, dijet categories, and full set of categories,
respectively. The black solid line shows µ = 1, and the red dashed line shows the best fit value
µ̂ = 2.4 ± 0.9 of all categories combined. The category compatibility p-value, described in the
text, is 0.02, corresponding to 2.3 standard deviations.
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Figure 7: Upper limit (95% CL) on the signal strength (µ) relative to the SM prediction, as a
function of the assumed value of the Higgs boson mass used in the fit.
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๏ ATLAS and CMS both observe excess compatible with SM prediction
๏ATLAS observed (expected) significance: 2.2𝜎 (1.2 𝜎)

๏CMS observed (expected) significance: 2.7𝜎 (1.2 𝜎)

๏ A combination of two measurements was performed for first evidence of H→Z𝜸 decay:
๏ATLAS + CMS observed (expected) significance: 3.4𝜎 (1.6 𝜎)

๏μ = 2.2 ± 0.6 (stat.)+0.3
−0.2 (syst.)

Figure 2: The /W invariant mass distribution. Events from all categories in the ATLAS and CMS analyses are shown.
As different ranges in </W are used in the two analyses, only the common subrange is visualized here. The data
(points with error bars) in each category are weighted by ln(1 + (/⌫), where ( and ⌫ are the observed signal and
background yields in that category, in the 120–130 GeV interval. The ( and ⌫ values are derived from the fit to data.
The error bars are invisible because of their small values. The fitted signal-plus-background (background) probability
density functions (pdfs) in each category are also weighted in the same way and summed, and represented by a red
solid (blue dashed) line. The lower panel shows the background-subtracted results with the same data and pdfs.
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Figure 3: The negative profile log-likelihood test statistic, where ⇤ represents the likelihood ratio, as a function of the
signal strength ` derived from the ATLAS data (blue line), the CMS data (red line), and the combined result (black
line). The different Higgs boson masses assumed by ATLAS and CMS have a negligible impact on the results.
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๏ A dedicated analysis targeting Z/𝜸* and decays of H boson to two 
leptons with a photon from FSR
๏ mll < 30 GeV ensures orthogonality with previous analysis

๏ Because of event kinematics it is common for the energy deposit of 
two electrons to be reconstructed as a single cluster:
๏ custom calibration and classification designed

๏ATLAS observed (expected) significance: 3.2𝜎 (2.1 𝜎)

๏μ = 1.5 ± 0.5

Phys. Lett. B 819 (2021) 136412

1 Introduction

In July 2012, the ATLAS and CMS Collaborations at the CERN Large Hadron Collider (LHC) announced
the discovery of a new particle with a mass of approximately 125 GeV [1, 2]. The observed properties of
the particle, such as its couplings to Standard Model (SM) elementary particles, its spin and its parity, are
so far consistent with the predictions for the SM Higgs boson [3–7].

Measurements of rare decays of the Higgs boson, such as � ! ✓✓W where ✓ is an electron or muon, can
probe coupling modifications introduced by possible extensions to the SM [8]. In addition, such three-body
Higgs boson decays can be used to probe ⇠%-violation in the Higgs sector [9, 10].

Multiple processes contribute to the � ! ✓✓W decay: Dalitz decays involving a / boson or a virtual photon
(W⇤) (Figure 1(a–c)), as well as the decay of the Higgs boson to two leptons and a photon from final-state
radiation (FSR) (Figure 1(d)). Their respective fractions depend on the invariant mass of the dilepton pair,
<✓✓ . In this analysis only low-mass dilepton pairs with <✓✓ < 30 GeV are considered. This region is
completely dominated by the decay through W

⇤ [8, 11, 12]. The contributions of the other processes and
interferences are negligible.
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Figure 1: Representative Feynman diagrams of the � ! ✓✓W process.

Based on a data sample of proton–proton (??) collisions at
p
B = 13 TeV with an integrated luminosity of

35.9 fb�1, the CMS Collaboration reported a 95% CL upper limit on the production cross-section times
branching ratio for the low-<`` � ! ``W process of 4.0 times the SM prediction [13]. In addition, both
the ATLAS and CMS Collaborations carried out searches at

p
B = 13 TeV for the closely related � ! /W

process [13, 14]. The CMS Collaboration also searched for the low-<✓✓ � ! ✓✓W process in the dimuon
and dielectron channels in ?? collisions at

p
B = 8 TeV [15].

This paper describes a search for � ! 44W and � ! ``W decays with <✓✓ < 30 GeV. When the invariant
mass of the two electrons is low and the transverse momentum of the dielectron system is high, their
electromagnetic showers can overlap in the calorimeter. Therefore, the search for 44W final states requires
the development of dedicated electron trigger and identification algorithms.

The search uses ?? collision data at
p
B = 13 TeV recorded with the ATLAS detector during Run 2 of the

LHC between 2015 and 2018, corresponding to a total integrated luminosity of 139 fb�1. The sensitivity of
the search is enhanced by dividing the selected events into mutually exclusive categories, according to the
event topology and lepton flavour. The dominant background is the irreducible non-resonant production of
✓✓W. After event categorisation, the signal yield is extracted by a simultaneous fit of parametric functions
to the reconstructed ✓✓W invariant mass (<✓✓W) distributions in all categories.
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silicon pixel detector volume, are considered. The / ! ✓✓W and background yields are estimated from a
fit to the <✓✓W distribution in data. The extracted e�ciencies are compared with the e�ciencies estimated
from simulated / ! ✓✓W events as shown in Figure 2(b) for photons with |[ | < 0.8. The resulting ?T- and
[-dependent data/simulation scale factors are between 0.9 and 1.1 and are used to correct the identification
and isolation e�ciencies of the simulated � ! W

⇤
W ! 44W events. The statistical uncertainties of the

scale factors are taken into account. In addition, a systematic uncertainty is assessed for the background
modelling by varying the selection criteria of the <✓✓W background template. The total uncertainty reaches
2% for 20 < ?T < 30 GeV and 9% for ?T > 50 GeV. Figure 2(b) also shows a comparison of the extracted
e�ciencies with e�ciencies in simulated � ! W

⇤
W ! 44W events where an additional generator-level

requirement of |�[44 | < 0.003 is used. This requirement is applied in order to better match the signal
signature to the converted photon signature in the detector; approximately 70% of the merged-44 objects in
the signal sample pass it. The e�ciencies of converted photons and the merged-44 objects agree within
10% for ?T < 30 GeV and within 5% for ?T > 30 GeV in the entire [ range.
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Figure 2: (a) Ratio of reconstructed to true merged-44 energy in simulated � ! W
⇤
W ! 44W events as a function of

the true merged-44 ?T for several energy calibration techniques. The merged-44 object is calibrated as a photon with
a conversion radius of 30 mm (black circles, analysis choice), 100 mm (red squares), and 400 mm (blue upward
triangles) or as an electron (purple downward triangles). (b) Combined merged-44 identification and isolation
e�ciency extracted from / ! ✓✓W events with a photon that converts at a radius of Aconv < 160 mm. The e�ciencies
are shown for photons with |[ | < 0.8 as a function of ?T. Data (black circles) are compared with simulated / ! ✓✓W

events (red squares). The resulting e�ciencies are also compared with e�ciencies in simulated � ! W
⇤
W ! 44W

events (blue triangles). On all points, the vertical error bars indicate the statistical uncertainties.

Jets are reconstructed from topological clusters [85] using the anti-:C algorithm [86] with a radius parameter
of 0.4 and are required to have ?T > 20 GeV and |[ | < 4.4. Jets produced in pile-up interactions are
suppressed by requiring that those with ?T < 60 GeV and |[ | < 2.4 pass a selection based on a jet vertex
tagging algorithm [87].

5 Event selection

Candidate � ! W
⇤
W ! ✓✓W events must have at least one reconstructed photon, and at least one opposite-

charge, same-flavour pair of leptons (muons or resolved electrons) or one merged-44 object. One of the
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Figure 4: Best-fit values of the signal-strength parameters for all event categories, in a fit where the signal strength in
each category is allowed to float independently (black circles), compared with the result of the global fit (red circle
and line) including its total uncertainty (grey band).
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Figure 5: <✓✓W distribution, with every data event reweighted by a category-dependent weight, ln (1 + (90/⌫90),
where (90 is the number of signal events in the smallest window containing 90% of the expected signal, and ⌫90

is the expected number of background events in the same window, estimated from fits to the data sidebands using
the background models. The data are shown as the black circles with statistical uncertainties. The parameterised
signal and backgrounds are also added up with the category-dependent weight. The red curve shows the combined
signal-plus-background model when fitting all analysis categories simultaneously, the dashed black line shows the
model of the non-resonant background component and the dotted blue line denotes the sum of the non-resonant
background and the resonant � ! WW background. The curves are obtained from the fit, i.e. they include the best-fit
values of the parameter of interest and the nuisance parameters, including the spurious signal. The bottom panel
shows the residuals of the data with respect to the non-resonant background component of the signal-plus-background
fit.

14



H→𝜇𝜇 10

๏ Branching ratio is 0.02% + very high background rates
๏ Sensitivity highly correlated with m𝜇𝜇 resolution
๏ Analysis categories designed to target main production modes

๏ Sensitivity enhanced through FSR corrections + machine-learning

๏ATLAS observed (expected) significance: 2.0𝜎 (1.7 𝜎)
๏CMS observed (expected) significance: 3.0𝜎 (2.5 𝜎)
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distribution of the DY simulation to reproduce the observation in data for dimuon events with
70 < mµµ < 110 GeV. These corrections are obtained separately for events containing zero, one,
and two or more jets with pT > 25 GeV and |h| < 4.7.
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Figure 4: Left: the observed BDT output distribution compared to the prediction from the
simulation of various SM background processes. Dimuon events passing the event selection
requirements of the ggH category, with mµµ between 110–150 GeV, are considered. The ex-
pected distributions for ggH, VBF, and other signal processes are overlaid. The grey vertical
bands indicate the range between the minimum and maximum BDT output values used to de-
fine the boundaries for the optimized event categories for different data-taking periods. In the
lower panel, the ratio between data and the expected background is shown. The grey band
indicates the uncertainty due to the limited size of the simulated samples. The azure band
corresponds to the sum in quadrature between the statistical and experimental systematic un-
certainties, while the orange band additionally includes the theoretical uncertainties affecting
the background prediction. Right: the signal shape model for the simulated H ! µ+µ� sample
with mH = 125 GeV in the best (red) and the worst (blue) resolution categories.

Figure 4 (left) shows the BDT score distribution, comparing data to the prediction from simu-
lation in events with 110 < mµµ < 150 GeV, where the outputs of the individual BDTs obtained
in each year are combined into a single distribution. The distributions for various signal pro-
cesses (ggH, VBF, and VH+ttH) are also shown. Five event subcategories are defined based
on the output of these BDT discriminants. The subcategory boundaries are determined via an
iterative process that aims to maximize the expected sensitivity of this analysis to H ! µ+µ�

decays of the SM Higgs boson. The expected sensitivity is estimated from S+B fits to the mµµ

distribution in simulated events with 110 < mµµ < 150 GeV. In these fits, the Higgs boson sig-
nal is modelled using a parametric shape, the double-sided Crystal Ball function (DCB) [92]

DCB(mµµ) =

8
>>><

>>>:
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. (3)

The core of the DCB function consists of a Gaussian distribution of mean m̂ and standard de-
viation s, while the tails on either side are modelled by a power-law function with parameters
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Figure 1: Dimuon invariant mass spectrum in all the analysis categories observed in data. In (a) the unweighted
sum of all events and signal plus background probability density functions (pdf) are shown, while in (b) events and
pdfs are weighted by ln(1 + (/⌫), where ( are the observed signal yields and ⌫ are the background yields derived
from the fit to data in the <`` = 120–130 GeV window. The background and signal pdf are derived from the fit to
the data, with ( normalised to its best-fit value. The lower panels compare the fitted signal pdf, normalised to the
signal best-fit value, to the di�erence between the data and the background model. The error bars represent the data
statistical uncertainties.
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Figure 2: The best-fit values of the signal strength parameters for the five major groups of categories (CC̄� ++�, ggF
0-jet, 1-jet, 2-jet, and VBF) together with the combined value.
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found to be negligible in the mass range of interest. This procedure is also applied to the data,
yielding for each tested mass hypothesis a different observed DNN distribution to fit. Through-
out the explored mass range, 120 < mH < 130 GeV, the VBF category has the highest expected
sensitivity to H ! µ+µ� decays, followed by the ggH, ttH, and VH categories, respectively.
The observed (expected for µ = 1) significance at mH = 125.38 GeV of the incompatibility with
the background-only hypothesis is 3.0 (2.5) standard deviations. The 95% CL upper limit (UL)
on the signal strength, computed with the asymptotic CLs criterion [84, 105, 106], is also de-
rived from the combined fit performed across all event categories. The observed (expected for
µ = 0) UL on µ at 95% CL for mH = 125.38 GeV is 1.9 (0.8). Discrete fluctuations in the observed
p-value for the VBF category and the combined fit arise from event migrations in data between
neighbouring bins when reevaluating the VBF category DNN for different mass hypotheses,
following the procedure described above.
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Figure 10: Left: observed local p-values as a function of mH, extracted from the combined fit as
well as from each individual production category, are shown. The solid markers indicate the
mass points for which the observed p-values are computed. Right: the expected p-values are
calculated using the background expectation obtained from the S+B fit and injecting a signal
with mH = 125.38 GeV and µ = 1.

The best fit signal strength for the Higgs boson with mass of 125.38 GeV, and the corresponding
68% CL interval, is µ̂ = 1.19 +0.41

�0.40 (stat)+0.17
�0.16 (syst). Assuming SM production cross sections for

the various modes, the H ! µ+µ� branching fraction is constrained at 95% CL to be within
0.8⇥ 10�4 < B(H ! µ+µ�) < 4.5⇥ 10�4. The statistical component of the post-fit uncertainty
is separated by performing a likelihood scan as a function of µ in which nuisance parameters
associated with systematic uncertainties are fixed to their best fit values. The systematic un-
certainty component is then taken as the difference in quadrature between the total and the
statistical uncertainties. The individual contributions to the uncertainty in the measured sig-
nal strength from experimental uncertainties, the limited size of the simulated samples, and
theoretical uncertainties are also evaluated following a similar procedure. The individual un-
certainty components are summarized in Table 9. The uncertainty in the measured signal rate
is dominated by the limited number of events in data.

Figure 11 (left) reports a summary of the best fit values for the signal strength and the corre-
sponding 68% CL intervals obtained from a profile likelihood scan in each production category.
The best fit signal strengths in each production category are consistent with the combined fit
result as well as the SM expectation. A likelihood scan is performed in which the four main
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๏ Branching ratio is 3% + extremely high QCD background
๏ Associated production studied VH(cc)
๏ c-taggers critical for success

๏ hadrons containing c-quarks have measurable lifetime (120 - 300 𝜇m)

๏ Graphical neural networks used for c-tagging designed to 
separate signal vs:
๏ light jets
๏ H→bb

๏ c-tagging is still a challenge with ~20-50% efficiency with 
considerable background leakage of ~10%
๏ still significant improvements wrt to precious state-of-the-art taggers

๏ Significant systematic uncertainties
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Figure 1: Performance of PARTICLENET (blue lines) for identifying a cc pair for large-R jets
with pT > 300 GeV. The solid (dashed) line shows the efficiency to correctly identify H ! cc
vs. the efficiency of misidentifying quarks or gluons from the V+jets process (vs. H ! bb).
The red crosses represent the three working points used in the merged-jet analysis. The perfor-
mance of DEEPAK15 (yellow lines) used in Ref. [33] is shown for comparison.

Using PF candidates and secondary vertices associated to large-R jets as inputs, PARTICLENET
simultaneously exploits information related to jet substructure, flavor, and pileup with a graph
neural network [87], yielding substantial gains over other approaches [88, 89]. Decorrelation
of the algorithm’s response with the jet mass is achieved by training it with a dedicated set
of simulations produced with the same jet mass distributions for the signal and background
processes [88]. Figure 1 shows the performance of the cc discriminant in identifying a pair
of c quarks from Higgs boson decay for large-R jets with pT > 300 GeV. PARTICLENET is
compared to the previous state-of-the-art cc discriminant “DEEPAK15” [33, 90], yielding an
improvement by a factor of 4 to 7 in the rejection of other jet flavors. Three working points
are defined on the cc discriminant distribution with approximately 58, 40, and 16% efficiencies
for identifying a cc pair. The corresponding misidentification rates of light quark and gluon
jets (bb jets) are 2 (9), 0.7 (5), and 0.08 (1)%. These working points are used to separate events
into three mutually exclusive categories with different cc purity to improve the sensitivity of
the analysis. The cc identification efficiency in data is measured using a sample of events
containing a gluon splitting to cc. To increase the similarity to H ! cc decay, a dedicated BDT
classifier is developed to enrich jets where a large fraction of momentum is carried by the quark
pair from gluon splitting rather than by additionally radiated gluons [91]. The pT-dependent
data-to-simulation efficiency ratios (used as corrective scale factors) are typically 0.9–1.3 with
corresponding uncertainties of 20–30%.

The main backgrounds, tt and V+jets, are suppressed by a separate boosted decision tree (BDT)
classifier for each channel, using kinematical variables that are not correlated with the Hcand
mass, m (Hcand), or the cc discriminant as inputs. The BDT design relies on previous develop-
ments [33] with improvements in variable selection and training procedure, leading to ⇡15%
enhancement of the sensitivity of the analysis. The BDT discriminants are used to define 2 (1)
signal regions (SRs) in the 1L (0L and 2L) channel. Events in the SRs are further subdivided
into the three cc discriminant categories mentioned above. The m (Hcand) distributions are
used to separate signal and background contributions in each SR, as both the BDTs and the cc
discriminant are designed to be largely independent of m (Hcand).
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๏ Targeting resolved (CMS + ATLAS) and boosted topologies (CMS)
๏ Extensive use of machine-learning classifiers for better signal-background discrimination and category definition

๏ Signal extracted from c-tagging discriminant (CMS) or invariant mass mcc (ATLAS)
๏ATLAS observed (expected) upper limit @95% CL: 
๏CMS observed (expected) upper limit @95% CL: 

μ < 26 * SM (31 exp.)
μ < 14.4 * SM (7.6 exp.)References 7
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Figure 4: The 95% CL upper limits on µVH(H!cc ). Green and yellow bands indicate the 68 and
95% intervals on the expected limits, respectively. The vertical red line indicates the SM value
µVH(H!cc ) = 1.
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๏ Targeting resolved (CMS + ATLAS) and boosted topologies (CMS)
๏ Extensive use of machine-learning classifiers for better signal-background discrimination and category definition

๏ Signal extracted from c-tagging discriminant (CMS) or invariant mass mcc (ATLAS)
๏ATLAS observed (expected) upper limit @95% CL: 
๏CMS observed (expected) upper limit @95% CL: 
๏Combination with VH(bb) used to set limits on  ratio < 4.5 (smaller than ratio of masses)

μ < 26 * SM (31 exp.)
μ < 14.4 * SM (7.6 exp.)

κc/κbReferences 7
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Figure 3: The post-fit <22 distribution summed over all signal regions after subtracting backgrounds, leaving only
the +� (! 22̄), +, (! 2@) and +/ (! 22̄) processes, for events with (a) one 2-tag and (b) two 2-tags. The red
filled histogram corresponds to the +�,� ! 22̄ signal for the fitted value of `

+ � (22̄) = �9, while the open red
histogram corresponds to the signal expected at the 95% CL upper limit on `

+ � (22̄) (`+ � (22̄) = 26). The hatched
band shows the uncertainty of the fitted background.
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Figure 6: The (a) expected and (b) observed constraints on ^2 and ^1 at 68% and 95% confidence levels.
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๏ Extremely small branching ratio of 
๏ATLAS upper limit @95% CL: 
๏CMS upper limit @95% CL: 

5 ⋅ 10−9

BR < 3.6 ⋅ 10−4

BR < 3.0 ⋅ 10−4

mll ([GeV])

0

20

40

60

80

100
310×

En
tri

es
 / 

G
eV -1 = 13 TeV, 139 fbsATLAS

Data

Background model

)=2%ee →H(ΒSignal 

110 115 120 125 130 135 140 145 150 155 160
 [GeV]eem

500−

0

500

D
at

a 
- f

it mll ([GeV])

0

100

200

300

400

500

600

700

En
tri

es
 / 

G
eV -1 = 13 TeV, 139 fbsATLAS

Data

Background model

)=0.05%µe →H(ΒSignal 

110 115 120 125 130 135 140 145 150 155 160
 [GeV]µem

60−
40−
20−

0
20
40
60

D
at

a 
- f

it

Figure 1: Dilepton invariant mass m`` for all categories summed together for the ee channel (left) and the eµ channel
(right) compared with the background-only model. The signal parameterisations with branching fractions set to
B(H ! ee) = 2% and B(H ! eµ) = 0.05% are also shown (red line). The bottom panels show the di�erence
between data and the background-only fit.

Acknowledgements

We thank CERN for the very successful operation of the LHC, as well as the support sta� from our
institutions without whom ATLAS could not be operated e�ciently.

We acknowledge the support of ANPCyT, Argentina; YerPhI, Armenia; ARC, Australia; BMWFW
and FWF, Austria; ANAS, Azerbaijan; SSTC, Belarus; CNPq and FAPESP, Brazil; NSERC, NRC and
CFI, Canada; CERN; CONICYT, Chile; CAS, MOST and NSFC, China; COLCIENCIAS, Colombia;
MSMT CR, MPO CR and VSC CR, Czech Republic; DNRF and DNSRC, Denmark; IN2P3-CNRS,
CEA-DRF/IRFU, France; SRNSFG, Georgia; BMBF, HGF, and MPG, Germany; GSRT, Greece; RGC,
Hong Kong SAR, China; ISF and Benoziyo Center, Israel; INFN, Italy; MEXT and JSPS, Japan; CNRST,
Morocco; NWO, Netherlands; RCN, Norway; MNiSW and NCN, Poland; FCT, Portugal; MNE/IFA,
Romania; MES of Russia and NRC KI, Russian Federation; JINR; MESTD, Serbia; MSSR, Slovakia;
ARRS and MIZä, Slovenia; DST/NRF, South Africa; MINECO, Spain; SRC and Wallenberg Foundation,
Sweden; SERI, SNSF and Cantons of Bern and Geneva, Switzerland; MOST, Taiwan; TAEK, Turkey;
STFC, United Kingdom; DOE and NSF, United States of America. In addition, individual groups and
members have received support from BCKDF, CANARIE, CRC and Compute Canada, Canada; COST,
ERC, ERDF, Horizon 2020, and Marie Sk≥odowska-Curie Actions, European Union; Investissements d’
Avenir Labex and Idex, ANR, France; DFG and AvH Foundation, Germany; Herakleitos, Thales and
Aristeia programmes co-financed by EU-ESF and the Greek NSRF, Greece; BSF-NSF and GIF, Israel;
CERCA Programme Generalitat de Catalunya, Spain; The Royal Society and Leverhulme Trust, United
Kingdom.

The crucial computing support from all WLCG partners is acknowledged gratefully, in particular from
CERN, the ATLAS Tier-1 facilities at TRIUMF (Canada), NDGF (Denmark, Norway, Sweden), CC-IN2P3
(France), KIT/GridKA (Germany), INFN-CNAF (Italy), NL-T1 (Netherlands), PIC (Spain), ASGC

8

12

Combined

VBF Tag 0

VBF Tag 1

ggH Tag 0

ggH Tag 1

ggH Tag 2

ggH Tag 3

Analysis category

0.0

0.1

0.2

0.3

0.4

0.5

95
%

C
L

lim
it

on
B

(H
!

e+
e�

)
(%

)

CMS 138 fb-1 (13 TeV)

mH = 125.38 GeV
Bobs(H ! e+e�) : 3.0 ⇥ 10-4

Bexp(H ! e+e�) : 3.0 ⇥ 10-4

68% expected
95% expected

Median expected
Observed

Figure 6: Expected and observed limits on B(H ! e+e�) for each analysis category, and all
categories combined The results here are computed for mH = 125.38 GeV.

9 Summary
A search for the Higgs boson decaying to an e+e� pair is performed using proton-proton col-
lision data collected at

p
s = 13 TeV with the CMS experiment at the LHC between 2016–2018,

corresponding to an integrated luminosity of 138 fb�1. The analysis uses categories targeting
Higgs boson production via gluon fusion and vector boson fusion, with dedicated boosted
decision tree classifiers trained for each production mode to enhance the sensitivity of the re-
sulting categories. A maximum likelihood fit to the dielectron mass distribution is performed
simultaneously in each analysis category to extract an upper limit on the Higgs boson to elec-
tron pair branching fraction; the resulting observed (expected) limit at the 95% confidence level
on the branching fraction for H ! e+e� decays is 3.0 ⇥ 10�4 (3.0 ⇥ 10�4). This is the most
stringent limit on the Higgs boson branching fraction to an e+e� pair to date. When compared
with the previous best limit from the CMS Collaboration [18], where analysis categories were
constructed using a selection on electron and jet kinematics, the improvement in sensitivity
presented in this Letter is attributed primarily to the use of BDT classifiers, which significantly
improve the S/B ratio of analysis categories. Accounting both for the increase in integrated
luminosity and centre-of-mass energy, the use of BDT classifiers further improves the limit on
B(H ! e+e�) by a factor of approximately 1.5.
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๏ Extremely small branching ratios in SM
๏ In theory sensitive to couplings to light quarks

๏ strong interference between diagrams destroys scaling of BR with 

๏ Many limits set, everything in agreement with SM prediction
κq

Phys. Lett. B 847 (2023) 138292

(a) (b)

Figure 1: Feynman diagrams for the (a) direct and (b) indirect contributions to the �// ! MW decays.

calculating the expected signal yields. A search for the analogous decay of the / boson into a l meson and
a photon is also presented. The channel has been studied theoretically [25, 43] as a unique precision test of
the SM and the factorisation approach in quantum chromodynamics (QCD), in an environment where the
power corrections in terms of the QCD energy scale divided by the mass of the vector boson are small [25].
The large / boson production cross section at the LHC means that rare / boson decays can be probed at
branching fractions much smaller than for Higgs boson decays into the same final states. The SM branching
fraction prediction for the decay considered in this paper is B (/ ! lW) = (2.82 ± 0.40) ⇥ 10�8 [25].
A previous search was performed at the DELPHI experiment, yielding an upper limit on the branching
fraction of B (/ ! lW) < 6.5 ⇥ 10�4 [44].

2 ATLAS detector

The ATLAS detector [45] is a multi-purpose particle physics detector with an approximately forward-
backward symmetric cylindrical geometry and near 4c coverage in solid angle.1 It consists of an inner
tracking detector surrounded by a thin superconducting solenoid, electromagnetic and hadronic calorimeters,
and a muon spectrometer. The inner tracking detector (ID) covers the pseudorapidity range |[ | < 2.5,
and is surrounded by a thin superconducting solenoid providing a 2 T magnetic field. At small radii, a
high-granularity silicon pixel detector covers the vertex region and typically provides three measurements
per track. A new innermost pixel-detector layer, the insertable B-layer, was added before 13 TeV data-taking
began in 2015 and provides an additional measurement at a radius of about 33 mm around a new and
thinner beam pipe [46, 47]. The pixel detectors are followed by a silicon microstrip tracker, which
typically provides four space-point measurements per track. The silicon detectors are complemented by a
gas-filled straw-tube transition radiation tracker, which enables radially extended track reconstruction up to
|[ | = 2.0, with typically 35 measurements per track. The calorimeter system covers the pseudorapidity
range |[ | < 4.9. A high-granularity lead/liquid-argon (LAr) sampling electromagnetic calorimeter covers
the region |[ | < 3.2, with an additional thin LAr presampler covering |[ | < 1.8 to correct for energy losses
upstream. The electromagnetic calorimeter is divided into a barrel section covering |[ | < 1.475 and two

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points
upward. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis. The
pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan(\/2).

3
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Figure 4: Background-only fits performed in the signal region for the (a) lW and (b)  ⇤
W final states. The branching

fraction of each of the signals is set to the observed 95% CL upper limit. The yellow band represents the uncertainty
in the fit arising from the constrained background shape systematic uncertainties.

8 Conclusion

A search for the decays �// ! lW and � !  
⇤
W has been performed with 13 TeV ?? collision data

samples collected with the ATLAS detector at the LHC corresponding to integrated luminosities of
89.5 fb�1 and 134 fb�1 respectively. The l and  ⇤ mesons are reconstructed via their dominant decays into
c
+
c
�
c

0 and  ±
c
± final states, respectively. The background model is derived using a fully data-driven

approach and validated in a number of different regions. No significant excess of events above the SM
background expectations is observed. The obtained 95% CL upper limits are B(� ! lW) < 5.5 ⇥ 10�4

(370⇥SM), B(/ ! lW) < 3.9⇥10�6 (140⇥SM), and B(� !  
⇤
W) < 2.2⇥10�4. The result for / ! lW

corresponds to a two-orders-of-magnitude improvement over the previously set limit at DELPHI.
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10

Table 3: Observed (expected) upper limits at 95% CL on the product of the cross section and
the branching fraction of the (H, Z) ! Y(nS)g processes. The normalized values with respect
to the SM expectation are included as well and denoted as the signal strength parameter µ. The
results are compared with previous ones [13, 15].

Process This analysis (123 fb�1) CMS (36 fb�1) [13] ATLAS (139 fb�1) [15]
µobs(µexp) sobs(sexp)[pb] Bobs(Bexp) Bobs(Bexp) Bobs(Bexp)

Z ! Y(1S)g 7.2
⇣

8.6+4.1
�2.7

⌘
3.8

⇣
4.4+1.9

�1.3

⌘
⇥ 10�2 0.6

�
0.7+0.3

�0.2
�
⇥ 10�6 1.5

�
1.7+0.7

�0.5
�
⇥ 10�6 1.2

�
0.6+0.3

�0.2
�
⇥ 10�6

Z ! Y(2S)g 29
�
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�22
�

8
�
19+8

�6
�
⇥ 10�2 1.3

⇣
3.1+1.4
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⇥ 10�6 — 2.3

⇣
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⌘
⇥ 10�6

H ! Y(1S)g 88
�
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�19
�

1.4
�
1.0+0.5

�0.3
�
⇥ 10�2 2.6

�
1.8+0.9

�0.6
�
⇥ 10�4 7.6

⇣
5.2+2.4

�1.6

⌘
⇥ 10�4 2.1

�
1.9+0.8

�0.5
�
⇥ 10�4

H ! Y(2S)g 970
⇣

781+417
�259

⌘
5.5

�
4.4+2.3

�1.5
�
⇥ 10�2 9.9

⇣
8.0+4.2

�2.6

⌘
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�
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Figure 5: Observed and expected (with ±1, ±2 standard deviation bands) exclusion limits on
the branching fraction of the (H, Z) ! Y(nS)g processes.

spective partial decay widths, normalized to their SM expectations GSM. Writing the partial
H ! Y(1S)g decay width in terms of both direct and indirect amplitudes Adir and Aind, the
ratio kc/kg between the coupling modifiers for the c quark Yukawa coupling and the effective
coupling of the Higgs boson to photons can be expressed as:

µ(H ! Y(1S)g)
µ(H ! gg)

⇡ G(H ! Y(1S)g)/GSM
(H ! Y(1S)g)

G(H ! gg)/GSM(H ! gg)
=

=
|Aindkg +Adirkc|2

k2
g

· 1
GSM(H ! Y(1S)g)

=
|Aind +Adirkc/kg|2

GSM(H ! Y(1S)g)
.

In this interpretation, the signal strength for H ! gg comes from Ref. [49], while the values
for the direct and indirect amplitudes for H ! Y(1S)g are extracted from Ref. [11]. This in-
terpretation follows the methodology used by the ATLAS Collaboration [15], which is based
on Refs. [11, 50]. The observed constraint on the kc/kg ratio at a 95% CL corresponds to
(�157,+199), while the expected interval from pseudo-experiments is (�121,+161). These
results are similar to those reported by ATLAS [15].

An alternative interpretation is considered. Under the pure SM assumption, kg = 1 and conse-
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simulated signals of the Higgs and Z boson decaying into J/yJ/y (dashed and dashed-dotted
red lines). The signals for the Higgs boson decays H ! y(2S)J/y (dotted magenta line) and
H ! y(2S)y(2S) (dashed-dotted black line) are also shown, where y(2S) decays into J/y.
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lihood fit to background (Bkg) is superimposed (solid blue line). For illustrative purposes, the
plots show the distributions for simulated Higgs and Z boson signals (dashed and dashed-
dotted red lines) normalized to their observed 95% CL upper limit branching fractions from
this analysis.

and-probe” method [63] using J/y ! µ+µ� and Z ! `+`� events. The total signal efficiency,
including kinematic acceptance, trigger, reconstruction, identification, and isolation efficien-
cies, for the ZJ/y ! 4µ (ZJ/y ! 2e2µ) decays with longitudinally polarized J/y and Z, is
found from simulation to be around 30 (24)%. For the Higgs boson decays into U(nS)U(mS)
and J/yJ/y, the corresponding total efficiencies are about 31 and 30%, respectively. For the Z
boson, the corresponding values are about 28 and 32%.



PART 2 
EXOTIC BSM DECAYS



๏ BSM models predict exotic decays of the 
SM Higgs boson

๏ 4 MeV total width of the SM Higgs boson 
means a small BSM coupling can produce a 
large BSM branching fraction

๏ In the part 2 we focus on:

๏decays to (pseudo)scalars

๏invisible decays

๏Lepton Flavour Violation (LFV) decays

๏Impossible to go through everything, only 
showing some selected analysis

RARE HIGGS DECAYS 17

?



CHANNELS OVERVIEW 18

Channel Dataset Publication
CMS H→aa→4b 138 fb-1 (Run2) CMS-PAS-HIG-18-026

CMS H→AA→4𝜸 136 fb-1 (Run2) Phys. Rev. Lett. 131 (2023) 101801 
JHEP 07 (2023) 148

ATLAS H→AA→4𝜸 140 fb-1 (Run2) ATLAS-CONF-2023-040

CMS H→aa→𝜇𝜇bb/𝜏𝜏bb 138 fb-1 (Run2) Submitted to EPJC

ATLAS H→aa→𝜇𝜇bb 139 fb-1 (Run2) Phys. Rev. D 105 (2022) 012006

CMS H→Za→ll𝜸𝜸 138 fb-1 (Run2) Submitted to Phys. Lett. B

ATLAS H→Za→ll𝜸𝜸 139 fb-1 (Run2) Submitted to Phys. Lett. B

ATLAS H→ZDZD→4l 139 fb-1 (Run2) JHEP 03 (2022) 041

CMS H→ZDZD→4l 137 fb-1 (Run2) Eur. Phys. J. C 82 (2022) 290

ATLAS H→ɣɣD 139 fb-1 (Run2) JHEP 07 (2023) 133

CMS H→e𝜏/𝜇𝜏 137 fb-1 (Run2) Phys. Rev. D 104 (2021) 032013

ATLAS H→e𝜏/𝜇𝜏 138 fb-1 (Run2) JHEP 07 (2023) 166

https://cds.cern.ch/record/2883027?ln=en
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.131.101801
https://arxiv.org/abs/2208.01469
https://cds.cern.ch/record/2867933
https://arxiv.org/abs/2402.13358
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.105.012006
https://arxiv.org/abs/2311.00130
https://arxiv.org/abs/2312.01942
https://arxiv.org/abs/2110.13673
https://arxiv.org/abs/2111.01299
https://arxiv.org/abs/2212.09649
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.104.032013
https://arxiv.org/abs/2302.05225
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๏ Several BSM models predict Higgs decays to a pair of on-shell (pseudo) 
scalar bosons (a/A)

๏ (Pseudo)scalar a/A generally decays to fermions
๏ can also decay to bosons in some models

๏ Variety of decay modes studied:
๏ H→aa→4b: interpretation in 2HDM+S models

Higgs to light (pseudo) scalars

• Several BSM extensions predict Higgs decays via a pair of on-shell light 
(pseudo) scalar bosons, noted as “a” or “A”, eg, in 2HDM+S or Axion-like 
particles (ALPs) 

30/11/2023 BSM Higgs Decay, Hengne Li (SCNU), Higgs 2023, Beijing, 27 Nov. - 2 Dec. 2023 4

• The (pseudo) scalar “a” generally decays 
into fermions (𝑎 → 𝑏𝑏, 𝑎 → 𝜇𝜇) but can 
also decay to bosons such as (𝑎 → 𝛾𝛾, 𝑎 →
𝑔𝑔) depend on the model

6. Results 11
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Figure 3: Observed and expected limits on the signal strength µ = s(VH)B(H ! aa !
bbbb)/s(VH)SM in the WH (left) and ZH channel (right). The solid blue line indicates the SM
cross section s(pp ! VH) with branching fractions B(H ! aa) = 1 and B(a ! bb) = 1.
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๏ Several BSM models predict Higgs decays to a pair of on-shell (pseudo) 
scalar bosons (a/A)

๏ (Pseudo)scalar a/A generally decays to fermions
๏ can also decay to bosons in some models

๏ Variety of decay modes studied:
๏ H→aa→4b: interpretation in 2HDM+S models
๏ H→AA→4𝜸: low-mass (0.1 - 1.2 GeV) ALP model search + high mass (15-62 GeV) 2HDM + S 

Higgs to light (pseudo) scalars

• Several BSM extensions predict Higgs decays via a pair of on-shell light 
(pseudo) scalar bosons, noted as “a” or “A”, eg, in 2HDM+S or Axion-like 
particles (ALPs) 
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• The (pseudo) scalar “a” generally decays 
into fermions (𝑎 → 𝑏𝑏, 𝑎 → 𝜇𝜇) but can 
also decay to bosons such as (𝑎 → 𝛾𝛾, 𝑎 →
𝑔𝑔) depend on the model

for the template shape is then determined by solving for the
expression for NðmA-SR ∩ mH-SRÞ.
For hadronic jets passing the event selection, there is an

energy dependence, and thus an mΓΓ dependence, that
violates the assumption described in the previous para-
graph. With increasing jet energy, more energy becomes
available to produce additional hadrons in the jet, which
increases the effective mass of the jet and thus its
reconstructedmΓ. To correct for this effect, prior to deriving
the 2D-mΓ shape, events from the two mH-SB regions are
first reweighted so that their transverse momentum dis-
tributions match that in the target mH-SR.
The normalized H → γγ and nonresonant background

templates are then added together. Their combined yield is
renormalized so that the ratio of the predicted to the
observed yields in the mA-SB region remains unity. The
H → γγ template accounts for about 0.4% of the total
background template yield. To account for residual
differences in the 2D-mΓ shape between the background
estimate and the observed distribution in themA-SB region,
the total background template is multiplied by a 2D
polynomial function polðmΓ1

; mΓ2
Þ over the full 2D-mΓ

range. A linear polynomial is used with parameters chosen
to maximize the likelihood with respect to the observed
2D-mΓ shape in the mA-SB region. No further improve-
ment in the goodness of fit is found with higher polynomial
orders. The resulting corrected 2D-mΓ background tem-
plate defines the background model used in the MLE fit.
The left and right plots in Fig. 1 show that the SM
background in the observed 2D-mΓ distribution is domi-
nated by single photonlike objects, which exhibit a
smoothly falling mΓ spectrum, rather than by neutral-
meson decays, which would be manifested as peaks
[23]. Neutral-meson decays from γ þ jet production are
more likely to be reconstructed in the lower-energy Γ2. The
background estimation is validated using an orthogonal
data sample obtained by inverting the Ich requirement on
Γ2, to ensure negligible signal contamination. No signifi-
cant bias is observed when the signal extraction procedure
is performed on this sample.
Uncertainties in the predicted signal and background

templates are treated as nuisance parameters in the MLE
procedure used to determine the best fit signal strength μ̂.
The dominant uncertainties impacting the extracted μ̂ are
those from statistical uncertainties in the background
template’s shape. Their largest impact on the relative
uncertainty in μ̂ varies between 15% and 20%, depending
on mA. For mA ¼ 0.1 GeV, where the mΓ resolution is
poorest and the background contribution is largest, sys-
tematic uncertainties affecting the background template
normalization are also important. These include systematic
uncertainties associated with the best fit parameters of
polðmΓ1

; mΓ2
Þ and the relative contribution of mH-SBlow

versus mH-SBhigh events in the nonresonant background
2D-mΓ template. These systematic uncertainties impact

the relative uncertainty in μ̂ by about 25% (10%) for
mA ¼ 0.1ð1.2Þ GeV.
The systematic uncertainty in the signal strength from

using the 2D-mΓ template determined from simulation is
estimated from a sample of electrons in events with Z →
eþe− decays, selected from both data and simulation with the
“tag-and-probe” technique [46]. Electrons are preferred over
decays of neutral mesons in jets because of the complicating
effects of accompanying hadrons in the same jet [23].
Specifically, uncertainties associated with a relative mΓ scale
shift and an increase in the smearing of the mass peak are
estimated and found to have a negligible impact on μ̂.
The best fit background estimate determined from the

MLE procedure is shown by the blue solid curves in Fig. 1
(left and right), together with its associated best fit total
statistical plus systematic (statþ syst) uncertainties. We
find no statistically significant excess in the data over the
SM background predictions for mA masses in the range
0.1–1.2 GeV.
The CLs criterion [47,48] is used to interpret this result

in terms of excluded BðH → AA → 4γÞ values. The
observed upper limit on BðH → AA → 4γÞ at 95% con-
fidence level (C.L.) as a function of mA in the range 0.1–
1.2 GeV is shown in Fig. 2 and varies between ð0.9–3.3Þ ×
10−3 for mA values 0.1–1.2 GeV. The expected 95% C.L.
limits and their associated 68% and 95% confidence
intervals (CIs) are determined by simulating SM back-
ground-only pseudo-experiments. The LHC measurements
of BðH → γγÞ [1,2] give an effective upper bound on a
possible measurement of BðH → AA → 4γÞ because of
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Figure 6. Expected and observed 95% CL limits on the product of the production cross section of
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aa → γγγγ), are shown as a function of ma. The green (yellow) bands represent the 68% (95%)
expected limit CL intervals. The fluctuation between individual points is due to the statistical
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individual mass point scenario.

in 2016, 2017, and 2018, which corresponds to a total integrated luminosity of 132 fb−1. The
analysis probes pseudoscalar bosons ranging in mass (ma) from 15 to 62GeV. No significant
deviation from the background-only hypothesis is observed. Upper limits are set at 95%
confidence level on the product of the production cross section of the Higgs boson and the
branching fraction into four photons via a pair of pseuodscalars, σH B(H → aa → γγγγ).
The observed (expected) limits range from 0.80 (1.00) fb for ma = 15GeV to 0.26 (0.24) fb
for ma = 62GeV.
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๏ Several BSM models predict Higgs decays to a pair of on-shell (pseudo) 
scalar bosons (a/A)

๏ (Pseudo)scalar a/A generally decays to fermions
๏ can also decay to bosons in some models

๏ Variety of decay modes studied:
๏ H→aa→4b: interpretation in 2HDM+S models
๏ H→AA→4𝜸: low-mass (0.1 - 1.2 GeV) ALP model search + high mass (15-62 GeV) 2HDM + S 

๏ H→aa→𝜇𝜇bb/𝜏𝜏bb: interpretation in 2HDM+S models

Higgs to light (pseudo) scalars

• Several BSM extensions predict Higgs decays via a pair of on-shell light 
(pseudo) scalar bosons, noted as “a” or “A”, eg, in 2HDM+S or Axion-like 
particles (ALPs) 
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• The (pseudo) scalar “a” generally decays 
into fermions (𝑎 → 𝑏𝑏, 𝑎 → 𝜇𝜇) but can 
also decay to bosons such as (𝑎 → 𝛾𝛾, 𝑎 →
𝑔𝑔) depend on the model
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Figure 14: Observed 95% CL upper limits on B(H ! a1a1) in %, for the combination of the
µµbb and ttbb channels for Type III (left) and Type IV (right) 2HDM+S in the tan b vs. ma1
parameter space. The limits are calculated in a grid of 5 GeV in ma1

and 0.1–0.5 in tan b, inter-
polating the points in between. The contours corresponding to branching fractions of 100 and
16% are drawn using dashed lines, where 16% refers to the combined upper limit on Higgs
boson to undetected particle decays from previous Run 2 results [15]. All points inside the
contour are allowed within that upper limit.
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๏ Several BSM models predict Higgs decays to a pair of on-shell (pseudo) 
scalar bosons (a/A)

๏ (Pseudo)scalar a/A generally decays to fermions
๏ can also decay to bosons in some models

๏ Variety of decay modes studied:
๏ H→aa→4b: interpretation in 2HDM+S models
๏ H→AA→4𝜸: low-mass (0.1 - 1.2 GeV) ALP model search + high mass (15-62 GeV) 2HDM + S 

๏ H→aa→𝜇𝜇bb/𝜏𝜏bb: interpretation in 2HDM+S models

๏ H→Za→ll𝜸𝜸: first search using this signature 

1

1 Introduction
Following the discovery of the Higgs (H) boson by the ATLAS and CMS Collaborations [1–
3] at the CERN LHC, a thorough program of precision measurements [4, 5] was carried out to
uncover possible deviations from the predictions of the standard model (SM) of particle physics
and to decipher the nature of the scalar sector. In particular, deviations in the H boson decay
width or the observation of exotic decay modes would constitute evidence of beyond-the-SM
(BSM) physics.

Axion-like particles, referred here as ALPs (a), were originally proposed to address the strong
CP problem [6]. Recently, it was shown that ALPs could explain the observed anomaly in
the magnetic moment of the muon [7]. Theoretical overviews of ALP models can be found in
Refs. [8, 9]. The models are formulated as an effective field theory of ALPs coupled to various
SM particles. In particular, these models allow couplings amongst the H boson, the Z boson,
and the ALP fields. Several searches involving ALPs, targeting different processes and final
states, have been performed by the ATLAS and CMS Collaborations [10–16].

In this Letter, we report a search for an exotic decay of the H boson to an ALP and a Z boson,
where the ALP decays to a pair of photons, and the Z boson decays to electrons or muons. The
dominant Feynman diagram contributing to this process is shown in Fig. 1. Such a final state,
with two charged leptons and two photons, results in an experimental signature that has low
cross section in the SM [17], and provides a complementary channel for the search for ALPs. It
is the first search of this type at the LHC.

Figure 1: Feynman diagram for a BSM decay of the H boson into a Z boson and a light pseu-
doscalar boson, subsequently decaying to two leptons (` = e, µ) and two photons, respectively.

Assuming that the narrow-width approximation is valid for decays of the ALP and that the Z
boson is on-shell, only the mass range ma < mH � mZ ⇡ 35 GeV is kinematically accessible
to the H ! Za decay, where mH and mZ are the H and Z boson masses, respectively. For ma
below 1 GeV, the two photons originating from the ALP decay cannot be separated anymore
in the detector [18]. Consequently, in this analysis, the mass range of 1 < ma < 30 GeV is
considered. The tabulated results are provided as HepData records [19].

2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a 3.8 T magnetic field. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-

11

Figure 6: Invariant mass m``gg distribution in data (black points). The signal-plus-background
model fit is shown for ma = 1 (left) and 30 (right) GeV, where the solid red line shows the total
signal-plus-background contribution, and the dashed red line shows the background compo-
nent only. The lower panels show the residual signal yield after the background subtraction.
The one (green, inner) and two (yellow, outer) standard deviation bands show the uncertain-
ties in the fitted background model. These bands include the uncertainty due to the choice of
function and the uncertainty in the fitted parameters.

electron (muon) channel. The uncertainties for each data set are fully correlated.

The uncertainties that affect the normalization of the signal model are the following:

• Integrated luminosity: uncertainties in the integrated luminosity measurement are
estimated to be 1.2% (2016), 2.3% (2017), and 2.5% (2018) [48–50]. The uncertainty in
the total integrated luminosity of the three years combined is 1.6%. The uncertainties
for each data set are partially correlated and account for the common sources in the
luminosity measurement schemes;

• Pileup modeling: the total inelastic pp cross section is varied by ±5%, and the anal-
ysis is repeated with the shifted weights. Then, the maximum difference of the yield
compared to the nominal yield is taken as the systematic uncertainty. The average
magnitude of the resulting uncertainty is below 3% across the full ma range. The
uncertainties for each data set are fully correlated;

• Lepton and photon identification efficiencies: the analysis is rerun by shifting the
lepton and photon identification scale factors, which are applied to simulations to
match the lepton and photon selection efficiencies in data, by one standard deviation
and the maximum difference of the yield with respect to the nominal yield is taken
as the systematic uncertainty. The average magnitude of the resulting uncertainty
is around 10% across the full ma range. The uncertainties for each data set are fully
correlated;

• The BDT uncertainties: because the BDT score is used to define the signal region,
uncertainties in the BDT can lead to event migration across boundaries. The sys-
tematic uncertainties in the input variables, which include the data-MC differences
in the shower shape variables, are propagated to the final BDT selection. Using the
same BDT score boundaries to define the signal region, the maximum difference of
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Figure 8: Expected and observed limits at 95% CL on C
eff
ZH/L, assuming the ALP decays ex-

clusively to a photon pair. The dashed black curve is the expected upper limit, while the one
and two standard-deviation bands are shown in green and yellow, respectively. The solid black
curve is the observed upper limit.
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๏ Many BSM models include a U(1) dark gauge symmetry with gauge 
boson ZD and mixing with SM H and Z

๏ ZD decays to two leptons ~20-30%
๏ Several analysis:

๏ 4 leptons: search for intermediate scalars or vector bosons
๏ H→ɣɣD : ZH production + missing energy signature

Higgs decay to dark photons 

• Many SM extensions include a 𝑈(1) dark gauge 
symmetry with gauge boson 𝑍𝑑  mixing with SM 
Higgs via 𝜅 and with hypercharge gauge boson 
via 𝜖.

• Gives rise to 𝐻 → 𝑍𝑑𝑍𝑑  and 𝐻 → 𝑍𝑍𝑑.

• 𝑍𝑑   has significant decays to 𝑙𝑙 (~20 − 30%). 
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tons. Figures 4 and 5 show the exclusion limits on the model-independent branching fractions
with the ZX and XX selections, respectively. The weaker observed limit in the XX selection at
mX ⇡ 18 GeV is due to one observed data event and does not represent a significant statistical
deviation from the background hypothesis. Kinematic differences between the dark photon
and ALP models are included as systematic uncertainties, as detailed in Section 6.

5 10 15 20 25 30
 [GeV]Xm

5−10

4−10

3−10

)
µ
µ 

→
(X

 
Β  ×

 Z
 X

) 
→

(H
 

Β 

 (13 TeV)-1137 fbCMS

Expected exclusion

Observed exclusion

5 10 15 20 25 30
 [GeV]Xm

5−10

4−10

3−10 e
e)

→
(X

 
Β  ×

 Z
 X

) 
→

(H
 

Β 

 (13 TeV)-1137 fbCMS

Expected exclusion

Observed exclusion

5 10 15 20 25 30 35
 [GeV]Xm

5−10

4−10

3−10
)
µ
µ

 e
e 

or
 

→
(X

 
Β ×

 Z
 X

) 
→

(H
 

Β

 (13 TeV)-1137 fbCMS

Expected exclusion
Observed exclusion

 = 0.05ε 4l, → D Z Z→H 

Figure 4: Expected and observed 95% CL limits on B(H ! ZX)B(X ! µµ) assuming X decays
to dimuons only, B(H ! ZX)B(X ! ee) assuming X decays to dielectrons only, and B(H !
ZX)B(X ! ee or µµ) assuming a flavor symmetric decay of X to dimuons and dielectrons. The
dashed black curve is the expected upper limit, with one and two standard-deviation bands
shown in green and yellow, respectively. The solid black curve is the observed upper limit.
The red curve represents the theoretical cross section for the signal process H ! ZX ! 4`. The
discontinuity at 12 GeV in the uncertainty is due to the switch from experimental to theoretical
uncertainty estimates of B(ZD ! ee or µµ), as described in Ref. [7]. The symbol # is the
kinetic-mixing parameter. The grey band corresponds to the excluded region around the bb
bound states of U.

7.2 Limits on dark photon model parameters

Upper limits at 95% CL are obtained on the Higgs-mixing parameter k and B(H ! ZDZD) with
the XX selection, as shown in Fig. 6, assuming k � #. The LHC provides unique sensitivity
to the parameter k due to the presence of the Higgs boson. In addition, this analysis provides
some sensitivity to #, but the upper limits are almost an order of magnitude weaker than those
from the Drell–Yan search and from the LHCb Collaboration [14], and hence are not reported
in this paper.
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Figure 7: Observed and expected exclusion limits at 95% CL on BR(� ! WW3) as function of the W3 mass. The
green and yellow bands show respectively the ±1f and ±2f uncertainties.

Table 8: Observed and expected limits at 95% CL on BR(� ! WW3) for different values of the W3 mass for the
44 + `` channel. The asymmetric error corresponds to the ±1f

<W3 BR(� ! WW3)
95% CL
obs BR(� ! WW3)

95% CL
exp

[GeV] [%] [%]
0 2.28 2.82+1.33

�0.84

1 2.19 2.71+1.28
�0.81

10 2.21 2.73+1.31
�0.82

20 2.17 2.69+1.29
�0.81

30 2.32 2.87+1.36
�0.86

40 2.52 3.11+1.48
�0.93

estimate the main backgrounds from processes characterized by fake ⇢
miss
T and electrons misidentified

as photons, while the normalization of the irreducible background is obtained using MC simulations
constrained by data in a dedicated control region.

The sensitivity of the search is enhanced thanks to a Boosted Decision Tree algorithm that permits the
construction of the discriminant kinematic observable. No excess of events above the SM expectation is
found. Therefore, limits on the branching ratio of a SM Higgs boson decaying to a photon and a dark
photon can be set. For massless W3 , an observed (expected) upper limit on BR(� ! WW3) of 2.28%
(2.82+1.33

�0.84%) is set at 95% CL. For massive W3 , the observed (expected) upper limits are found to be within
the [2.19,2.52]% ([2.71,3.11]%) range for masses spanning from 1 GeV to 40 GeV.

24



LFV DECAYS 24

๏ Some BSM theories allow LFV processes
๏ H→e𝜇, H→e𝜏, H→𝜇𝜏 become possible
๏ Constrains on LFV Yukawa couplings
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Figure 11: Fit results of the independent searches (1 POI) showing 95% CL upper limits on the LFV branching
ratios of the Higgs boson, (a) � ! 4g and (b) � ! `g, indicated by solid lines (observed results) or dashed lines
(expected results). Best-fit values of the branching ratios (B̂) are also provided, in %. The limits are computed while
assuming that either (a) B(� ! `g) = 0 or (b) B(� ! 4g) = 0. The channels and categories included in each
likelihood fit are shown on the H-axis, and the signal and control regions from all other channels/categories are
removed from the fit. The results from stand-alone channels/categories fits shown at the top are compared with the
results of the combined fit displayed in the last row.

The branching ratio of the LFV Higgs boson decay is related to the non-diagonal Yukawa coupling matrix
elements [33] by the formula

|.✓g |2 + |.g✓ |2 =
8c
<�

B(� ! ✓g)
1 � B(� ! ✓g) �� (SM),

where �� (SM) = 4.07 MeV [114] is the Higgs boson’s width as predicted by the SM. The observed 95%
CL upper limits on the branching ratio correspond to the following limits on the coupling matrix elements:p
|.g4 |2 + |.4g |2 < 0.0014 and

q
|.g` |2 + |.`g |2 < 0.0012.

Figure 12 shows the limits on the individual coupling matrix elements .g✓ and .✓g obtained from the
independent fits in the two searches. The same figure also shows the limits from the g ! ✓W searches [33,
115]. Compared with the indirect limits from the g ! ✓W searches, the direct limits obtained in this search
are tighter by slightly less than one order of magnitude for .g4 and .4g , while for .g` and .`g they are
tighter by about a factor of ten. This clearly indicates the strength of direct searches at the LHC. In the
case of � ! `g, the constraints are tighter than the naturalness limit preventing a non-hierarchical mass
spectrum from large off-diagonal terms in the Yukawa coupling matrix: |.g✓.✓g | . <g<✓/E2, where E is
the vacuum expectation value of the Higgs field [33]; in the case of � ! 4g, the naturalness limit has
not been reached yet. This is in line with the previous ATLAS search [29] based on a partial dataset atp
B = 13 TeV, but with tighter limits.
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TABLE V. Observed and expected upper limits at 95% C.L. and best fit branching fractions for each individual jet category, and their
combinations, in the H → eτ channel.

Expected limits (%)

zero-jet one-jet two-jets VBF Combined

eτμ <0.34 <0.53 <1.08 <0.86 <0.26
eτh <0.39 <0.44 <0.55 <0.35 <0.20
eτ <0.16

Observed limits (%)
zero-jet one-jet two-jets VBF Combined

eτμ <0.42 <0.56 <1.35 <0.42 <0.22
eτh <0.44 <0.68 <0.78 <0.57 <0.37
eτ <0.22

Best fit branching fractions (%)
zero-jet one-jet two-jets VBF Combined

eτμ þ0.11" 0.17 þ0.04" 0.27 þ0.35" 0.55 −1.04" 0.44 −0.07" 0.13
eτh þ0.07" 0.20 þ0.29" 0.23 þ0.27" 0.29 þ0.27" 0.17 þ0.20" 0.10
eτ þ0.08" 0.08

TABLE VI. Summary of observed and expected upper limits at 95% C.L., best fit branching fractions and corresponding constraints
on Yukawa couplings for the H → μτ and H → eτ channels.

Observed (expected) Best fit branching Yukawa coupling
upper limits (%) fractions (%) constraints

H → μτ <0.15 (0.15) 0.00" 0.07 <1.11ð1.10Þ × 10−3

H → eτ <0.22 (0.16) 0.08" 0.08 <1.35ð1.14Þ × 10−3
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FIG. 7. Observed (expected) 95% C.L. upper limits on the BðH → μτÞ (left) and BðH → eτÞ (right) for each individual category and
combined. The categories from top to bottom row are μτh zero jets, μτh one jet, μτh two jets, μτh VBF, μτe zero jets, μτe one jet, μτe two
jets, μτe VBF, and μτ combined (left) and eτh zero jets, eτh one jet, eτh two jets, eτh VBF, eτμ zero jets, eτμ one jet, eτμ two jets, eτμ
VBF, and eτ combined (right).
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Figure 6: Constraints on the lepton-flavor violating Yukawa couplings, |Yeµ | and |Yµe |. The
observed (expected) limit in black (red) line is derived from the limit on B(H ! eµ) in this
analysis. The green (yellow) band indicates the one (two) standard deviation uncertainty in
the expected limit. The hashed region is excluded by this direct search. Other shaded regions
represent indirect constraints derived from the null searches for µ ! 3e (gray) [92], µ ! e con-
version (light blue) [93], and µ ! eg (dark green) [32]. The flavor-diagonal Yukawa couplings,
|Yee | and |Yµµ |, are assumed to be at their SM values in the calculation of these indirect limits.
The purple line is the theoretical naturalness limit of |YeµYµe |  memµ /v

2, where v is the vac-
uum expectation value of the Higgs field. Dotted lines represent the corresponding constraints
on |Yeµ | and |Yµe | at upper limits on B(H ! eµ) at 10�5, 10�6, 10�7, and 10�8, respectively.

relative SM-like production cross sections of the ggH and VBF production modes as eval-
uated in Ref. [77]. An excess of events over the background-only hypothesis is observed
at mX ⇡ 146 GeV. The corresponding S + B fit combining all categories is shown in Fig. 8,
where events in each category are weighted by S/(S + B), where S and B are the fit number
of signal and background events in that category. The observed and expected upper limits
on s(pp ! X(146) ! eµ) at 95% CL per-category and combined are listed in Table 4 and il-
lustrated graphically in Fig. 9. The best fit of s(pp ! X(146) ! eµ) combining all analysis
categories is 3.89+1.11

�1.08(stat.)+0.57
�0.34(syst.)fb, with the uncertainties dominated by the statistical un-

certainties of the data. The best fit of s(pp ! X(146) ! eµ) per-category and combined with
the corresponding local significance are also summarized in Table 4. Tabulated results are pro-
vided in the HEPData record [90]. Such an excess, however, was not reported in a search of
similar sensitivity for H ! eµ carried out by the ATLAS experiment which covered the meµ

range of the excess [36].

10 Summary

Searches for the lepton-flavor violation decay of H and X with a mX in the range 110–160 GeV
have been performed in the eµ final state in data collected by the CMS experiment. The data
correspond to an integrated luminosity of 138 fb�1 of pp collisions at a center-of-mass en-
ergy of 13 TeV. The observed (expected) upper limit on the branching fraction of the H decay
B(H ! eµ) is found to be 4.4 (4.7)⇥ 10�5 at 95% confidence level, which is the most strin-
gent direct limit set thus far. Upper limits on the cross sections of pp ! X ! eµ are set in



๏ Rare decays highly limited by statistical uncertainties

๏ Significant improvements with more data (HL-LHC)

๏ H→𝚌𝚌 will remain challenging because of c-tagging

๏ Many exotic Higgs decays studied, no new particles discovered 
(yet)

๏ This presentation shows that rare and exotic Higgs decays are an 
active field of study with many new channels probed in Run 2

๏ We are continuously improving experimental limits and collecting 
more data, so expect much more in HL-LHC!
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