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Aim of the work

Probing the use of unsupervised learning methods for anomaly detection to identify
signals of new physics at LHC » Variational AutoEncoders

e anomalous contributions modeled through SMEFT (dimension-6 effects)
e physics use case: same-sign WW scattering in a fully leptonic final state

Why VBS for BSM searches:

Deeply connected to Higgs mechanism (probe
of the SM sensitive to modifications of the EWK
sector)

Tree level sensitivity to:

e triple and quartic gauge couplings
e  Higgs-gauge couplings away from mass shell
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SM Effective Field Theory (SMEFT)

The SMis seen as a low-energy approximation of a more complete theory:

Lepr = Ly + Z

A—new physics scale 'L,d>4

0(@) — EFT operator of dimension d;

- parton-level, @LO generations
of SSWW events (SMEFTsim)

¢; — Wilson coefficient

e BSM effects are parametrized as additional terms integrated luminosity of 350/fb

to the SM lagrangian, which contain higher order - backgrounds neglected
operators

. o . .. - Dim 6 operators, chosen from
e Theirintensity is gauged by Wilson coefficients

the Warsaw basis

: - . - oneoperator atatime
The first non-zero term (after SM) is dimension 6 P
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Why unsupervised learning

EFT is a complex, multidimensional problem:

e 0 (2500) parameters to constrain

e ceach operator affects differently each variable
o hard to define a single observable to detect all operators

> We want to build a strategy that maximizes the observation of anything that is
not Standard Model (in principle we should see all the operators):

e Variational AutoEncoders
o  Unsupervised learning is an increasingly popular choice 2101.08320

e idea: train a model on know physics, and later use it to detect outliers
(anomaly detection task)
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https://arxiv.org/abs/2101.08320

Input distributions

The EFT operators modify the distributions of the variables, that now comprise:

e Apure
e Additional terms with linear and quadratic dependence on the EFT operator

[Apprl® = |Asm|” + 2Re(Asm Ay) + |Aopl*
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Variational AutoEncoders

e The latent spaceis forced to be regular, namely described by a multidimensional

gaussian distribution
o  via minimization of a regularization loss (KLD) + reconstruction loss (MSE)

e Apointissampled from the latent space and decoded

Hx sampling [~
GX
.............. Mean Squared Error
4 Q (MSE) (input-output)?
distributions X Kullback-Leibler distrbutions
" divergence (KLD)

Latent space
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Variational AutoEncoders for Anomaly Detection

Generative model: it learns to decode samples drawn from the same probability
distribution of the original dataset

> robust and variation-tolerant Anomaly Detection strategy

M M
SM
event A\ N M
— /\ Hx sampling /\ —
M . — ¥ M
EFT A ) A
event :
AN AN Mean Squared Error
D MSE) (i t-output)?
Input il 3 A Output hinslinptmsiyut}
distributions i Kullback-Leibler distrbutions
< divergence (KLD)

Latent space
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Adding a supervised NN classifier to the VAE

The VAE is only trained to reconstruct a SM sample, while our goal is to isolate EFT events.

We want to embed discrimination in the training
e Trained by minimization of MSE + KLD + Binary Crossentropy

e Inputdata are divided between purely SM and SM + EFT:

o MSE and KLD coming from SM events are added to the model loss
o MSE and KLD coming from a set of SM+EFT events are given to the classifier
o thebinary crossentropy is added to the model loss

M M
SM
event r\ (\ ;
N | My . /\ 3
" I sampling !
M —_— M i
Oy |
EFT N i N /V\
event .
AN AN Mean Squared Error L i
(MSE) (input-output)? Classifier score
Input e A Output Bi sigmoid output
distributions i Kullback-Leibler distrbutions CI‘OS.‘::::IYOPy (sig put)
. divergence (KLD)

Latent space
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VAE results: shape comparison

The model collects information from various inputs - it provides a variable (output
score) whose shape maximizes the separation between EFT and SM

(e.g. wrt a simple kinematic variable)
Classifier score:
] 1 SM Output (m 5601 \
QCJ 1 cW Output A
S 254 [ cqqg3 Output 5 1.75 A
Ll [ cli1 Output >
m
20 4 1.50 4
1.25 1
15 1 1.00
0.75 A
10 1
0.50
5 0.25 1
0.00 1
o e = o o o o 0.0 02 0.4 0.6 08 10
\ model score / \ logio(myj;) (rescaled) J

Giulia Lavizzari - 1st COMETA general meeting- Anomaly Detection for new physics searches at the LHC



VAE results: a proxy metric of the significance

The model is sensitive to several different operators

We define a proxy metric for the significance o, which depends on the Wilson
coefficients of the operator considered during testing;:

B |nBSM(C0p) — ns | 3 |nLIN(Cop) + nQUAD(C%pN
a(Cop) = =

VIS m nsm

We consider the model sensitive to an operator if o reaches the value of 3:

1 1,1 3 3,1 1
operator ‘ CW Cog Cqy o Col CHq CHW

c(,p:a(c(,,,):3|0.13 0.17 0.18 0.11 0.11 0.61 0.65
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Conclusions and future perspectives

e The VAE allows for detecting many operators > promising!

e Introduce estimation of backgrounds (fake leptons)
e Test VAE on fully reconstructed events
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BACKUP
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fully leptonic SSWW

Scattering of two same-sign W bosons, both

decaying leptonically e Very clean signature (very low
QCD background):

o 2forward jets
o 2same sign charged leptons
o 2 neutrinos

e Main backgrounds:

o fake leptons
o WZ(QCD and EWK)
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Input variables

Variables considered: ® My, My o AD,;
® Dty Ptyas ptjla ptj2 ® 715 MNjas Mys Mo

[ ptu Y An]j
e MET

Selections:  ® Pt;1:Pt;, > 30GeV
® Mj; > 200GeV

@ A’I]jj 5 2
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Loss function:

Loss function
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Samples reconstruction: BSM vs SM
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Why model optimization is fundamental

Input
Output dim 7

Events

Our aim is to achieve a good discrimination between SM and BSM. However, the
VAE is only trained to produce a good reconstruction of the SM sample:

e The model learns the SM distributions

o  The more the model learns, the better the reconstruction of the SM T trescaled)

e The model extrapolates and is able to reconstruct BSM events w ( Jr, = Ol ams
Omax(cW) = MaX{o(k, cW)} 1 U V ]H
e - .

Example: dimension of the latent L i ) J -
space. A bigger latent space allows the o I L.
model to learn more features 2 SOgETE
> better reconstruction of SM 3
> better reconstruction of BSM! worse N

discrimination
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08 10
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Operators:

ZFH (Lpy*lp)

(1) Hf zﬁH ) (@ *ap)
TpYudp) (3" qr)

= (H

= (

= (

Qb7 = (G0 a) (@ o'ar)

Qup = (H'D,H)(H'D"H)
(H

Quwp = (H'o"H)W/, B*

. : k
QW — Sl]kW;VngWp 12

Q) = (D H)( oY1)

Hi lDZ )(q a ’Y“qp)

(1 1) p'Y,uQT)(CIr'Y'qu)

B0 ) (@ 0" gp)
HTH)O(HTH)
Quw = (HTH)W}, Wi

(1)
Q' =

= (H
=
=a{
31) (
=i
(
(0

pYul )( r Y lp)

- Hdenotes the SU(2) Higgs doublet

- Winv and Buv denote the gauge fields associate with SU(2)

and U(1) symmetries respectively
- l,g denote the left-handed lepton and quark doublets

- u,d, edenote the right-handed quark and charged-lepton

fields

- i,j, kdenote the SU(2) indexes and sig_i the Pauli matrices

«Enter via modifications of the EW
input quantities: (@i Qu’, Qup, Quwa)

Induce modifications via:

-Vff couplings @), 0%, @4, e®)

-Gauge couplings (Q@w)

-HVV couplings (Qup,Quw,Quws, @un)

-Four-quark contact terms

1 3 11 31
Qe 0%, 0%, 0™
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