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Objectives
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GLOSSARY

LLM - Large Language Model
GPT - Family of LLMs from 
OpenAI (powering ChatGPT)

❖ Learning how LLMs work more in detail.
■  Key components.
■  Base model.

❖ Prompt engineering strategies to improve the LLM output.

❖ Emergence of LLMs in the HEP community.

❖ LLMs for coding.
■ Challenges.
■ Prompt engineering strategies. 
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Introduction

What happens “behind the scenes” of a Large Language Model like ChatGPT?
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Introduction
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What happens “behind the scenes” of a Large Language Model like ChatGPT?

❖ LLMs work on numerical 
data.

❖ Tokenizer plays a crucial 
role since it has a direct 
impact on the model 
input.
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LLM Tokenizer

There are different tokenization levels:
❖ Word-level 
❖ Subword-level
❖ Character-level
❖ Byte Pair Encoding (BPE)

Different models use different tokenizers:
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LLM Tokenizer
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❖ Some completion errors occur due to the tokenizer and not because of the model’s 
capabilities.

❖ The tokenizer mechanism is also the reason why LLMs are, in general, not good at 
following character restrictions. LLMs count in tokens!

GPT-3.5

iCSC - Large Language Models and their impact on the HEP community



LLM Tokenizer
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❖ Finally, tokenization also involves setting the rules on how tokens are mapped to 
numerical IDs based on the model's vocabulary, and then to vector embeddings.

GPT-4

❖ New iterations of GPT models have 
workarounds to overcome these limitations.
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Transformer Models
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❖ LLMs are built using a specific part of the Transformer Architecture.
■  Decoder-only model.

❖ Training begins with Self-supervised 
Learning.
■ Training sets are constructed by 

breaking down a sentence into a 
series of training examples.

❖ The core of this architecture is the 
Attention Mechanism.
■ Weight the “importance” of the 

different input words.

I want a bagel with cream cheese.

I 

I 

want 

want a 

I want a bagel 

See Attention Mechanism
in action here!
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Instruction-tuned LLMs
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❖ Base LLMs are trained to predict the next token based on training data.

❖ Instruction-tuned LLMs are fine-tuned on data comprised by examples of where the 
output follows an input instruction.

Once upon a time, there was a unicorn that 
lived in a magical forest with all her friends

What is the capital of France?
What is France’s largest city?

What is the capital of France?
Paris

■ [EXTRA STEP]: Reinforcement Learning from Human Feedback
Obtain human ratings of the quality of the LLMs outputs and tune the model to 
increase the probability of generating higher rated outputs.
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There are strategies that users can adopt to improve the LLMs output.

Prompt Engineering
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Prompting as an iterative 
approach

❖ Positive / Negative prompting
■ Instruct the model on what to 

focus on.
■ “Do X, don’t do Y”.

❖ Ask for a structured output
■ Directing the model on the 

desired output format.
■ Standardizing the model 

output.
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Prompt Engineering
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Models can handle 
concrete structured 
output in formats 

such as Markdown, 
HTML or JSON.
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❖ Specify intermediate steps
■ Provide a chain of relevant reasonings to follow for reaching the answer.
■ Compute intermediate steps implies spending more computational effort.
■ Sometimes you don’t even need to define the intermediate steps:

“Let’s think step by step”

Prompt Engineering
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[source] Bsharat, S. M., Myrzakhan, A., & Shen, Z. (2023). Principled Instructions Are All You Need for Questioning 
LLaMA-1/2, GPT-3.5/4. arXiv preprint arXiv:2312.16171.
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https://arxiv.org/pdf/2312.16171.pdf


Prompt Engineering
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❖ Few-shot prompting

More examples here!

■ Jason Wei and Denny Zhou et 
al. (Google) studied it in 2022.

■ It can be seen as 
demonstrating the model how 
to answer with a few 
examples.

■ It can also help correcting some 
model errors or biases.
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https://github.com/for-code-sake/chatgpt/blob/main/optimizing-gpt-prompts/resolved-notebook.ipynb
https://ai.googleblog.com/2022/05/language-models-perform-reasoning-via.html
https://ai.googleblog.com/2022/05/language-models-perform-reasoning-via.html


Prompt Engineering

❖ Few-shot prompting

■ Jason Wei and Denny Zhou et 
al. (Google) studied it in 2022.

■ It can be seen as 
demonstrating the model how 
to answer with a few 
examples.

■ It can also help correcting some 
model errors or biases.

More examples here!
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Prompt Engineering
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❖ Few-shot prompting
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Default queries have no format!



❖ Few-shot prompting

■ Let’s provide 4 examples of how 
I like formatting my queries:

Prompt Engineering
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+3 more examples
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❖ Few-shot prompting

Prompt Engineering
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❖ Few-shot prompting

Prompt Engineering
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It directly computes the difference 
between two datetime SQL variables, 

which for most SQL versions and 
platforms does not work (SQLite).

In this case, I like using the julianday() 
function.



❖ Few-shot prompting

■ It is also possible to correct model errors by providing examples.

Prompt Engineering
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LLMs in the HEP Community
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❖ GPT models have made it to one of the key conferences for the HEP community: 
Conference on Computing in High Energy Physics and Nuclear Physics - CHEP 2023.

Evolution and Revolutions in Computing: Science at the Frontier - David Dean (Jefferson Lab) 

❖ Can ChatGPT do physics?
 

❖ Model Hallucinations
LLMs sometimes produce outputs that are 
factually incorrect, unrealistic, or entirely 
fabricated, despite being presented in a 
confident manner. 

ChatGPT will try to provide an answer to 
any of the given queries, even if it has not 
enough information about the target topic.
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https://indico.jlab.org/event/459/contributions/12489/
https://www.jlab.org/


❖ Model Hallucinations

LLMs in the HEP Community

Problem solving as a translation task - François Charton (Meta AI) 

Showing examples on Linear Algebra with Transformers.

“Are hallucinations predictable and principled or do models confabulate, fail at random?”

■ Analyzing the distribution of error types, they found that the model failed for good 
mathematical reasons.

○ It stays “roughly right”: Some principles have been learnt. The task the model 
cannot perform is consistent.

○ Failing in traditionally hard tasks: ill-conditioned matrix -> hard to invert.
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https://indico.cern.ch/event/1297159/contributions/5766872/attachments/2790791/4866852/MathAsTranslation.pdf
https://ai.meta.com/


LLMs in the HEP Community

Radically different futures for HEP enabled by AI/ML - Kyle Crammer (Wisconsin-Madison) 

❖ Proposing the introduction of ChatGPT as a valuable asset in the HEP toolkit.
Concretely, as a coding assistant.

❖ Each experiment in the HEP community 
has its own coding templates that LLMs 
could learn to generate by fine-tuning 
strategies.

❖ Current GPT models already know about 
experiment-specific coding conventions.

22iCSC - Large Language Models and their impact on the HEP community

https://indico.jlab.org/event/459/contributions/12491/
https://www.wisc.edu/


LLMs for Coding
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❖ The interest in using LLMs for coding has been rapidly raised and some have 
attempted to turn natural language generation into code generation.

❖  However, LLMs are not good at coding “out of the box” already showing some issues  
at an early stage:

Tokenizer Context Windows Training
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LLMs for Coding - Tokenizer
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(GPT text model)

The distribution of words in natural text is very different from that of coding.

❖ Strict syntax compared to natural language.
❖ Code often involves repetitive structures and patterns, such as loops and 

function calls, that are less common in natural language.

(GPT-4)
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LLMs for Coding - Tokenizer
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❖ One of the largest source of inefficiency arises from encoding white-spaces. 
Text tokenizers often treat indentation as mere whitespace:

(GPT-4)

(Codex)

(GPT text model)
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LLMs for Coding - Context Windows

26

❖ A context window refers to the amount of tokens the model can consider at any 
given time during its processing. 

❖ Finite context windows make challenging to generate consistent code with the 
entire codebase. 

■ Complex Code Dependencies
■ Long-Term Logical Structures

In natural language generation, finite context windows are normally managed by using 
summarization.
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LLMs for Coding - Training
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❖ General LLMs are trained for left-to-right generation, which implies predict the next 
token given a sequence of tokens

❖ Considering only the left context makes them less powerful in coding tasks.

COMMON CODING TASKS

Code infilling (suggestions)

Renaming variables

Docstring generation

Return type prediction
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LLMs for Coding - Training
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❖ Although left and right contexts are needed, most of the models rely on left-context 
only and include fine-tuning in coding tasks as part of the training.

[source] Li, Y., Choi, D., Chung, J., Kushman, N., Schrittwieser, J., Leblond, R., ... & Vinyals, O. (2022). 
Competition-level code generation with alphacode. Science, 378(6624), 1092-1097.
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https://www.science.org/doi/pdf/10.1126/science.abq1158


LLMs for Coding - Training

29

Original Document Masked Document

❖ InCoder model proposes a Causal Masked Objective to incorporate right context 
during training [1].

❖ CodeCompose [2] makes some modifications to the training objective of InCoder: 
■ Masking step to the language level instead to the tokenized text.

■ Masking at trigger characters where the model will be queried during the inference.

[source] [1]
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https://arxiv.org/pdf/2204.05999.pdf


LLMs for Coding - Prompt Engineering
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❖ Explore the weak (and noisy) pattern of natural and programming language in code, 
e.g code comments [3][5].

❖ Asking for auxiliary learning tasks improves the performance of the model [6].

[source] Cummins, C., Seeker, V., 
Grubisic, D., Elhoushi, M., Liang, Y., 
Roziere, B., ... & Leather, H. (2023). 

Large language models for 
compiler optimization. arXiv 
preprint arXiv:2309.07062.
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https://arxiv.org/abs/2309.07062


LLMs for Coding - Prompt Engineering
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❖ Better prompt understanding (with 
lower prompt perplexity as a proxy) 
leads to more functionally accurate 
programs [3].

❖ Iterative decoding, where the model 
can be used to refine its output [1] or 
hierarchical models.

❖ Taking security into account when 
executing AI–generated code [4]. [source] Gonen, H., Iyer, S., Blevins, T., Smith, N. A., & 

Zettlemoyer, L. (2022). Demystifying prompts in 
language models via perplexity estimation. arXiv 

preprint arXiv:2212.04037.
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https://arxiv.org/pdf/2212.04037.pdf


Final Remarks
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❖ It is interesting to know how LLMs work before starting using them everywhere.

❖ I am not discouraging anyone to use LLMs.
■ Knowing their flaws can help when crafting our prompts to get the “best” 

completion for our use-case.
❖ LLMs for coding is an emerging topic with quite some research lines yet to be explored.
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Final Remarks
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❖ LLMs in science and in the HEP context are being exploited - for good or for bad.

[LIPS]

[ACAT]
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https://indico.desy.de/event/38849/overview
https://indico.cern.ch/event/1330797/


Questions? :)

Andrea Valenzuela Ramírez

   https://github.com/aandvalenzuela

 andrea.valenzuela.ramirez@cern.ch

https://github.com/aandvalenzuela
mailto:andrea.valenzuela.ramirez@cern.ch
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Coding Models
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Reinforcement Learning from Human Feedback

[source]
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https://openai.com/research/instruction-following


LLM Frameworks
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❖ Tools designed to assist LLMs on certain tasks. 

ChatGPT Plugins

Other models such as LLaMa have plugins too!
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LLM Frameworks
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❖ Framework for developing applications powered by 
LLMs.

❖ It helps in context-awareness and reasoning.
■ Concept of “Agent”
■ Memory implementations
■ Interaction with external sources
■ Chains-of-thought
■ Retrieval Augmented Strategies

        LangChain Framework

More information here!
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https://python.langchain.com/docs/get_started/introduction

