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Karlsruher Institut fiir Technologie Computing Center

Unraveling Grid Computing:
From Basics to WLCG

By Robin Hofsaess (Robin.Hofsaess@cern.ch)

“A complex, chaotic scene depicting a globe with numerous computing resources
such as servers, data centers, and computers distributed unevenly around it.
These resources are interconnected by a tangled, knotted thread, symbolizing a

complicated and disorganized network.” (DALL-E)




Hi there!
| am Robin Hofsaess,

a PhD student in Physics at KIT, Germany.
Currently, I am working on efficiency and
workflow optimizations for HEP jobs on
Opportunistic Resources, like HPC centers,
integrated in GridKa, the German T1 center.
My main 1nterests are computers, music
(guitar), biking, gaming, and also a little
bit of physics :D
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https://monit-grafana.cern.ch/goto/RnefHDTSR?orgId=29
https://monit-grafana.cern.ch/goto/MjoOHvoSg?orgId=20
https://accounting.egi.eu/
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https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSOfflineComputingResults

The (20 years old) solution:

Grid Computing




01 What is Grid Computing?

A historical overview: from basics to grid computing

02 How Does a Computing Grid Look Like?

Learning the concepts behind a modern computing grid

03 The Worldwide LHC Computing Grid (WLCG)

Let’s have a look at one of world’'s biggest grids!
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What is Grid Computing?

A small (historical) overview and definition
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A (el i=-RNelsFAMN3dNe] 1S a hardware
and software infrastructure that
provides dependable, consistent,
pervasive, and 1nexpensive access to

high-end computational capabilities.”

—lan Foster and Carl Kesselman [The o 6 ‘

fr tru htp d

depend bI t nt, p rv
C

Grid: Blueprint for a New Computing EeaEEtares

Infrastructure, 1998] ‘

* Y
.%
ho'the'f stafts a conversation
like that | just sat down!
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The Journey to Grid Computing

made computing

possipble and po;l)ular is caring
ersona . .
Distributed

Computers .
P |‘“ Grid
‘50s-'60s ¢‘/0s-'80s ——80s-'90s —e 90s- Cluster
today

Mainframes Network ICIOUd

It's the that and enabled
matters! distributed computing _1—
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1950s-1960s: Mainframe Computing

e Computing dominated by centralized,
large mainframe computers

e \Very rare and expensive

e Terminal access for multiple users on 51te

e 1958: CERN's first computer

In this era, computing was very exclusive.
Particle physics typically wasn’t that )
Privileged.. Analysis was mainly done by hand!s} =

https://cerncourier.com/al/in-the-tracks-of-the-bubble-chamber/
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https://timeline.web.cern.ch/cern-installs-its-first-electronic-computer-ferranti-mercury

The Journey to Grid Computing

1960s: Mainframe Computing
e 1960: IBM 709 as second Computer

“With Mercury and the 709 operating together, CERN had its
first experience of compatibility problems. This was a
continuing source of difficulty as various different
computers came into operation at CERN.“

= The first heterogeneous IT infrastructure at CERN!
(Already with its merits and pltfalls) FORTRAN

e With the 709: Introduction of FORTRAN [EEREEEEEIEN

7/

A
SO IT BEGINS



https://cds.cern.ch/record/759355
https://timeline.web.cern.ch/cern-inaugurates-ibm-709
https://timeline.web.cern.ch/cern-inaugurates-ibm-709
https://timeline.web.cern.ch/cern-inaugurates-ibm-709
https://timeline.web.cern.ch/cern-inaugurates-ibm-709

The Journey to Grid Computing

1970s-1980s: Personal Computing

e PCs made computing power broader

accessible v ey

e Shift to decentralized computing
e Computer Science strongly gained
1n popularity

Businesses, laboratories, and
even 1ndividuals could own and
operate thelr own computing
resources.



https://twitter.com/CERN/status/1643991965175005184/photo/1

The Journey to Grid Computing

1980s-1990s: Network Computing

e LAN and Internet enabled communication between
computers

e Resource (and data) sharing over the network
became possible!

e First client-server architectures:
o multiple clients could request services from

. ‘*&
centralized servers

e First computing clusters (multiple Ii e ¥

computers interconnected)
e Beginning of the Internet at CERN
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https://home.cern/science/computing/birth-web

The Journey to Grid Computing

Also 1990s: Parallel and Distributed Computing

Start of parallel usage of multiple (distributed)
computers for the same problems (not necessarily at the
same place!)

Many new concepts in software development (and
collaboration)

o E.g. breaking down tasks into smaller sub-tasks that

could be processed concurrently across different
processors or computers

First public distributed volunteer computing projects:

GIMPS SETIahome.distributed.net Foldingghome was

AN | rornet g the first exa-
nterne &= .
2 '1 Prme @ .. scale computing

Search

‘ system during
Finding World Record Primes Since 1996 C 0 V i d i n 2 @ 2 @ !
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https://en.wikipedia.org/wiki/Great_Internet_Mersenne_Prime_Search
https://en.wikipedia.org/wiki/SETI@home
https://en.wikipedia.org/wiki/Distributed.net
https://foldingathome.org/

The Journey to Grid Computing

2000s: Grid Computing

Grid computing buillt upon the earlier stages by focusing
on connecting computers across multiple organizations
2001: The European DataGrid project was introduced to
develop a production quality computing grid to pave the
way for the LHC Computing Grid (LCG)

2003: First prototype with 25 sites worldwide (LCG-Phase 1)
Today: widely established concept in science and industry

18



https://home.web.cern.ch/news/press-release/cern/grid-gets-real
https://timeline.web.cern.ch/lhc-computing-grid-phase-1-launched

What is Grid Computing?

e Distributed computing paradigm with:

across multiple (geographic disperse)

ﬁ o Shared heterogeneous computational resources

administrative domains loosely coupled over
network and controlled centrally (but not managed!)

éﬁ?éﬁ? o Distributed users of Virtual Organizations (VO)

|

with a common access 1nterface

z o Goal: Collaboration on complex (compute) projects
across different geographic and institutional

boundaries to solve a common large-scale problem
e The naming “Grid” is inspired by the power grid

19




The grid

JLB—ZSOMW
—0

O =150 MW I
Medium Sized
Power Plant
110kV and up

. i O - Distribution Grid

Identical wto Distributed,
access o heterogeneous
ZZM PowerPIaM dus(/ resources
Distributed oo
users ﬁ& T
——— Adapted from: Source (ccey s0)
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https://en.wikipedia.org/wiki/Electrical_grid
https://creativecommons.org/licenses/by/3.0

Key aspects:

O O O O O O

What is Grid Computing?

[

Coordinated hetero. Resources
Standardized software

Scalability and flexibility ﬁﬁ}
Reliability and I@déngancy m}/
Cost efficiency

Collaboration and shared
contributions Qgg

ems | ) rach
W] D

ALICE

@
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“ChN eIl kMgl is a distributed

computing paradigm that 1nvolves a
coordinated sharing of heterogeneous,
flexible, loosely coupled resources
across dynamic and geographically
dispersed organizations with the goal to
create a "virtual supercomputer" that 1s
able to solve complex, large-scale
problems.”

— own definition
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Further Reading

https://web.archive.ors/web/20141122035905/http://dlib.cs.odu

.edu/WhatIsTheGrid.pdf

The Historvy of the Grid

Grid History and Standards

23



https://web.archive.org/web/20141122035905/http://dlib.cs.odu.edu/WhatIsTheGrid.pdf
https://web.archive.org/web/20141122035905/http://dlib.cs.odu.edu/WhatIsTheGrid.pdf
https://arxiv.org/pdf/2204.04312.pdf
https://indico.cern.ch/event/421872/contributions/1902227/attachments/886247/1246250/GridHistory3.pdf
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How Does a Computing Grid
Look Like?

Let’s have a more detailed look at the key
concepts and core components of a modern

computing grid
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Key Components of a Grid

§ .......... \\If A HIC ©/ eai @
Hardware = 25* Software and Organizational
@ cie Tools 15 ) SKIT CRII

.Google e Source
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https://wlcg-d7-static.web.cern.ch/wlcg-google-earth-dashboard.html
https://wlcg-d7-static.web.cern.ch/wlcg-google-earth-dashboard.html
https://xrootd.slac.stanford.edu/
https://fts.web.cern.ch/fts/
https://glite.web.cern.ch/glite/
https://rucio.cern.ch/
https://www.nordugrid.org/arc/arc6/index.html
https://grafana.com/
https://opensearch.org/
https://htcondor.org/
https://slurm.schedmd.com/
https://apptainer.org/
https://twiki.cern.ch/twiki/bin/view/PanDA/PanDA

Key Components of a Grid ﬂ("

Karlsruher Institut fiir Technologie

Servers: g
- Compute Hardware =
- Databases |
- Monitoring % Network.
B - Switches
- o= - Routers
g .......... = --E' : = o= _ F i rewall S
=) oy O = _
Storage:
- Ta pe

- Disk




8 .o K€Y COmponents of a Grid

ARC

Grid middleware: ! U HIC OXF
- Resource management XS Software and 2‘ Workflow management:

- Security A~
_ : = oA - defining workflows )

User interfaces M clite Tools 5} - job submission and ¥ at
- Backend for further

resource allocation

rvi ‘ y '
services - Jjob monitoring

- Interoperability

Compute Element:
- E.G. HTCondor or ARC

Data management:
- data

.......... -, A’ Virtualization:

..... - mostly containers

; . Monitoring:
- data an - grid status
- e
_ data metadata \gv

Frontend: e.s. CRAB + CMSSW - Jobs
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https://xrootd.slac.stanford.edu/
https://fts.web.cern.ch/fts/
https://glite.web.cern.ch/glite/
https://rucio.cern.ch/
https://www.nordugrid.org/arc/arc6/index.html
https://grafana.com/
https://opensearch.org/
https://htcondor.org/
https://slurm.schedmd.com/
https://apptainer.org/
https://twiki.cern.ch/twiki/bin/view/PanDA/PanDA
https://dirac.readthedocs.io/en/latest/index.html
https://fts.web.cern.ch/fts/
https://rucio.cern.ch/
https://osg-htc.org/docs/compute-element/htcondor-ce-overview/
http://www.nordugrid.org/documents/arc6/overview/arc-ce-components.html
https://htcondor.org/
https://cds.cern.ch/record/1097202?ln=de
https://github.com/cms-sw/cmssw

Key Components of a Grid

=]

Grid Initiatives:

- R&D

- Support

- Security

- Standardization
- Accounting

Pledges: CRIJ

eci @ o .
Organizational Administration:
AT CRIJ - Governance [@]
AL VoSG @
- Collaborators
- Policies

XIT =S
&) . .
. Institutions:

- Contribute XIT

resources and

- e.g. dCms Z&
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https://monit-grafana.cern.ch/d/GySz9m5iz/cric-pledges?orgId=20
https://www.egi.eu/
https://osg-htc.org/

Further Reading

A “classic” grid middleware: https://en.wikipedia.org/wiki/GLite

What is Grid Computing (AWS)
https://ww.egi.eu/

29



https://en.wikipedia.org/wiki/GLite
https://aws.amazon.com/what-is/grid-computing/?nc1=h_ls
https://www.egi.eu/
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The Worldwide LHC Computing
Grid (WLCG])

World's bigeest most sophisticated open source, scientific

computing grid!
(Unfortunately, it's not the biggest — we probably cannot challenge AWS EC2...)

30




DEN
WLCG: The Beginning -
T
ﬁg,x
e End 1994: LHC was approved IS T00 DAMN HIGH
Requirements on the IT infrastructure: _Fm’nsmﬁu;s%am
o The storage and efficient processing of PBs of data
o Distribution of users and copies of the data around the world
o Collaboration and shared contributions
o Reliability, redundancy (of services), and sustainability
O Scalability and cost effectiveness
o National interests (e.g. of funding agencies)
e 1998: The Models of Networked Analysis at Regional

Centers for LHC (MONARC) project was initiated to
find a feasible architectural model for the LCG

31




WLCG: MONARC Simulations
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our compute and Sstorage resources.

32



http://cds.cern.ch/record/510694/files/Phase2Report.pdf
http://cds.cern.ch/record/510694/files/Phase2Report.pdf

WLCG: Hierarchical Structure

. “TierS" O-F t.he WLCG: Tier-2 sites
o T0O:

- data centre at CERN
- 20% of total compute
- first copy of data
o T1:
- backup share of data
- dist. of data to T2s
o T2:
- provide significant
compute power
o T3: local analysis groups

Tier-1 sites
onnected by >100 Gb/s links

k]
=

=
=

SARA-NIKHEF INFN-CNAF
Amsterdam, NL Bologna, IT
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https://wlcg-public.web.cern.ch/tiers
https://wlcg-public.web.cern.ch/tiers

WLCG: The Beginning

End 1994: LHC was approved

1998: The MONARC project was initiated
to find a feasible architectural model
for the LCG

2002: The success led to the LCG
proposal

2005: The LCG Technical Design Report
was published

2008: Beginning of the LHC and LCG
operations

The‘Computlng Proiect

Technical Design Report
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http://cds.cern.ch/record/510694/files/Phase2Report.pdf

" WLCG: Toda

.. Interactive map .

.2~ 40 countries

:
I

;
More info and visualization of transfers

' S0 5leMyMaps :
f CeoglaMyMeRs 35
Kartendaten © 2024 Bilder © 2024 NASA, TerraMetrics Nutzungsbedingungen 2.000 km 4 Kurzbefehle = Kartendaten ® 2024 Bilder ® 2024 NASA TerraMetrics | Nutzunasbedinaunge



https://www.google.com/maps/d/viewer?mid=1uqabSfnzpBZ_fS_RfBFhRXx9nws&femb=1&ll=26.182775985260836%2C18.77978042294626&z=2
https://home.cern/science/computing/grid

LHC

Line speeds:
— 20Gbps
s 100Gbps
w— 200Gbps
400Gbps
e 800Gbps

P

CN-IHEP KR-KISTI RRC-KI RRC-JINR PL-NCBJ
Assldeo AS 17579 AS AS 2875 AS 1;3743

e

CA-TRIUMF
AS 36391
US-BNL
AS43

Experiments:

l= Alice l = Atlas

B=cvs =wHo

Last update:
20240209
edoardo.martelli@cern.ch

N

WLCG: Network

E.g. monitoring

CH-CERN
AS513

US-FNAL
AS 3152

UK-RAL IT-INFN-CNAF

AS 43475 AS 137-2038

NDGF NDGF
Scandinavia AS 39590 CH-LHEP AS 216467

ES-PIC
AS 43115

DE-KIT
AS 58069
1

FR-CCIN2P3

AS 789

for KIT:
- 1
- 11
- II1
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http://monit-grafana-open.cern.ch/goto/wZHnlR0SR?orgId=16
https://grafana-sdm.scc.kit.edu/goto/WAHuDE1Sg?orgId=1
https://grafana-sdm.scc.kit.edu/goto/vRBROEJSg?orgId=1

WLCG: Network
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http://monit-grafana-open.cern.ch/goto/96bv_g0Ig?orgId=16
http://monit-grafana-open.cern.ch/goto/vfYtlgAIg?orgId=16
http://monit-grafana-open.cern.ch/goto/FgfxL7AIR?orgId=16

WLCG:
Overview

~1.400.000

within WLCG

1.500.000 > 800.000

tape storage space disk storage space
112.596 >260
Concurrently running global transfer rate

Source
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https://home.cern/science/computing/grid

WLCG: Benefits and Challenges

Benefits

e Massive data handling

Enables worldwide research

e Collaboration and sharing
e Eff. resource utilization
e Cost efficient

e Easy to contribute

e Reliable and flexible

Challenges

e Data management and access
e Security concerns

e Interoperability

e Network and latency

e Policies

e Complexity (management and
usage)

e Default user...

39
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Further Reading

MONARC report
Good overview: https://wlcg-public.web.cern.ch/structure

WLCG public side: https://wlcg-public.web.cern.ch/
https://wlcg-public.web.cern.ch/tiers

41



http://cds.cern.ch/record/510694/files/Phase2Report.pdf
https://wlcg-public.web.cern.ch/structure
https://wlcg-public.web.cern.ch/
https://wlcg-public.web.cern.ch/tiers

Bonus: How about Cloud Computing?

s a Cloud a Grld’?




“A @] 1s a model for enabling
reliable, convenient, on-demand network
access to a shared pool of configurable
computing resources (networks, servers,

storage, applications, and services) that
can be rapidly provisioned and released
with minimal management effort or service
provider interaction.”

— own definition
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What is Cloud Computing?

Cloud Computing 1s also a form of distributed
computing that provides on-demand access to a
shared pool of resources over the internet
Fixed definition by NIST [;E
Different types:

public, hybrid, private cloud
Different models:
IaaS, PaaS, SaaS

Underlying infrastructure —
not specified

It offers scalable and elastic services with a
pay-as-you-go pricing model, mainly focusing on
business and consumer applications.

bl



https://en.wikipedia.org/wiki/Cloud_computing#definition
https://en.wikipedia.org/wiki/Cloud_computing#Service_models

Comparison

Cloud

Grid

Distributed computing

Scalable, flexible

Cost efficient

Reliability and redundancy

OCICIC)O

Enable large scale data analysis

OllCICICIO
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Grid
Decentralized heterogeneous
resources from many organizations
Centrally controlled

More complex access mechanisms

Purpose: common goal (e.g. large
scale research applications)

One task per job

Centrally managed homo. resources
belonging to one organization

User controlled
Easy access over the web

Purpose: elastic provisioning of
non-related ready-to-use services

Complex services (like CDNs)

=> A cloud can be deployed on a grid, a cloud can be
a part of a grid, but a grid is not a cloud!

46




Example: The Tier-0 at CERN

'1

M’

Il'

“[...] Over 90% of the
: ~ resources for computing
==—_ 1n the Data Centre are

provided through a
private cloud based on
OpenStack, an

= open-source project to
\\\\?*>\ = deliver a massively

'“T“%‘Q‘fff?\\ N scalable cloud

\\ operating system.'’
Source Monitoring
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https://www.home.cern/science/computing/data-centre
https://monit-grafana-open.cern.ch/d/000000884/it-overview?orgId=16

Bonus: How about Cloud Computing?

Could we replace
the Grid by a
[Commercial)

Cloud?




Bonus: How about Cloud Computing?

Sure, Why not?
Well...




well .. |
Example: AWS aWS

(very rough estimate for 2023)

Storage: (Speed=???, prob. too low
S (Sp g ) Transfers:(tape only: ~50GB/s avg)

- 900PB disk: 18.900.000 USD 1.577.000.000GB: 94.600.000 USD
- 1.5EB tape: 6.000.000 USD

Does not include:
Other transfers

Databases
Monitoring
Person power

Compute: (with 100G WAN)
1.280.000 cores: 693.786.744 USD

Very rough estimate: .
1.000.000.000 USD per year + Vendor lock-1in...
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Thanks!

., THANK YOU
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