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QCD at its 50 years
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✦ Quantum Chromodynamics is a beautiful theory with enormous success, rich phenomena and powerful 
predictions; yet still more to come after 50 years with future facilities and developments of lattice 
simulations
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Figure 1: Unfolded data distribution of E3C using jets in the pT range between 220 and 330 GeV.
The error bars for unfolded data distribution account for the correlated nature of the input data.
Experimental uncertainties are presented by error bands around data. Three distinct regions
are observed, marking a clear transition from interacting quarks and gluons to noninteracting
hadrons. The two boundaries are approximately 0.8 GeV/p

j

T and 20 GeV/p
j

T and are explained
in detail in the text.

quarks and gluons are confined, and the smallest xL region, which is dominated by nonin-
teracting hadrons, where a clear integer power-law scaling is observed. The boundaries of the
three regions are determined a-priori based on simulation studies. The free-hadron region is
defined where the scaling is linear at particle level, while the boundary between the confine-
ment region and perturbative region is defined where the parton-level scaling pattern starts
changing and the difference with hadron-level distribution starts manifesting. The boundaries
are determined in all the pT regions and parameterized by an empirical fit. These clear patterns
are exhibited in the E2C and E3C distributions in all pT regions, as shown in Fig. 2. This can
be interpreted as the manifestation of a dynamical quantum phase transition of confinement,
opening the door to further studies of the confinement transition in collider experiments.

The boundary between the three regions shifts towards smaller xL values as the jet pT increases.
This shift is due to the energy scale at which this transition occurs, which is approximately
given by an energy scale Q ⇠ pTxL [38]. The simulation suggests that the Q is about 20 GeV
for the transition between the perturbative and the confinement region, and 0.8 GeV for the
transition between the confinement and the free-hadron region. The predetermined bound-
aries are found to describe the data well. The unfolded data distributions are compared to
multiple MC predictions generated using different shower models including “simple shower”,
VINCIA, and DIRE in PYTHIA8, dipole and angular showers in HERWIG7 and SHERPA2. The
uncertainty bands shown in the PYTHIA8 MC predictions take into account various sources of
uncertainties. The QCD scale of hard scattering and parton shower is obtained by varying the
renormalization and factorization scales by a factor of 0.5 and 2. The PDF uncertainty is evalu-
ated by taking 100 replicas of the default set. Nonsingular term uncertainty in parton shower
splitting of PYTHIA8 is evaluated by varying the cNS parameter by -2 and 2. Monash tune is
used to evaluate the uncertainty in UE model. A difference between data and MC predictions
of approximately 5–10% is observed, and in general the difference is larger in the nonpertur-
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with a sharp transition indicative of confinement. By comparing the E3C/E2C ratio to the
theoretical prediction with resummation at NNLLapprox accuracy, we extract the aS value and
achieve a precision of approximately 4%. A decrease of aS as the energy scale increases is
observed, which is a manifestation of asymptotic freedom.

2 Multipoint energy correlators
Multipoint energy correlators are a set of observables that describe the internal correlations
between particles within a jet. Unlike conventional observables that provide a single value
for each jet, multipoint energy correlators provide particle-particle angular correlations with
energy weights. These observables can be expressed as correlation functions of energy flow
operators [38]. The simplicity of the definition allows for perturbative calculations at high
orders, making precise experimental measurements valuable inputs for testing fundamental
theories of QCD. In this note we focus on E2C and E3C, the two multipoint energy correlators
whose predictions are available at NNLLapprox resummation [45]. They are defined as

E2C =
ds[2]

dxL

=
n

Â
i,j

Z
ds

EiEj

E2 d(xL � DRi,j), (1)

E3C =
ds[3]

dxL

=
n

Â
i,j,k

Z
ds

EiEjEk

E3 d(xL � max(DRi,j, DRi,k, DRj,k)), (2)

where n is the number of particles inside a jet, i, j, k are the indexes of the particles, Ei is the
energy of the i-th particle, E is the energy of the jet, and DRi,j is the angular distance between
the two particles, defined as DR =

p
(Dh)2 + (Df)2, where h is the pseudorapidity of the

particle. In this definition, xL is the largest DR between the two or three particles. A weight
is assigned to each pair or triplet of particles as the product of their their energy fractions.
All the pairs or triplets within the jet that have the same xL are added together, taking into
account their respective energy weights. Since the weight is proportional to the energy of the
particles, the observables are insensitive to soft radiation without the need for jet grooming
techniques [38]. In addition, this definition of the observables ensures that the distributions
are automatically normalized to the number of jets, providing a meaningful and consistent
normalization scheme.

These observables describe the energy deposition pattern of a jet and can be seen as a mapping
of the various stages that partons undergo in the process of jet formation. During the parton
showering stage, which is governed by interactions between quarks and gluons, there are wide
angle splittings from the emission of additional partons. This stage contributes mainly to the
large xL regime of the observable. This is where perturbative QCD is applicable and precise
theoretical calculations are possible. The observable follows a noninteger scaling behavior. The
distribution with respect to xL is proportional to x

gN+1(aS(Q))�1
L

[38], where gN represents the
scaling violation in the parton to hadron process described by the Dokshitzer-Gribov-Lipatov-
Altarelli-Parisi (DGLAP) evolution equation [52, 53], and is a function of aS(Q), where Q rep-
resents the relevant energy scale. The variable N is the number of points considered in the
correlator definition and is related to the order of the DGLAP equation. Therefore, the multi-
point correlator measurement helps to examine the DGLAP implementations in parton show-
ers. At the hadronization stage after the parton shower, the hadrons barely interact with each
other, resulting in a uniform distribution of particles in small angle regions. The distribution
with respect to xL is expected to be proportional to xL. Because of the correspondence between

[SMP-22-015]
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more than three jets in the final state. A selection of results from inclusive jet [429, 443, 600–605],
dijet [451], and multi-jet measurements [385, 387, 388, 429, 606–610] is presented in Fig. 9.3, where
the uncertainty in most cases is dominated by the impact of missing higher orders estimated through
scale variations. From the CMS Collaboration we quote for the inclusive jet production at

Ô
s = 7

and 8 TeV, and for dijet production at TeV the values that have been derived in a simultaneous
fit with the PDFs and marked with “*” in the figure. The last point of the inclusive jet sub-field
from Ref. [605] is derived from a simultaneous fit to six datasets from di�erent experiments and
partially includes data used already for the other data points, e.g. the CMS result at 7 TeV.

The multi-jet –s determinations are based on 3-jet cross sections (m3j), 3- to 2-jet cross-section
ratios (R32), dijet angular decorrelations (RdR, RdPhi), and transverse energy-energy-correlations
and their asymmetry (TEEC, ATEEC). The H1 result is extracted from a fit to inclusive 1-, 2-,
and 3-jet cross sections (nj) simultaneously.

All NLO results are within their large uncertainties in agreement with the world average and
the associated analyses provide valuable new values for the scale dependence of –s at energy scales
now extending up to almost 2.0 TeV as shown in Fig. 9.4.

�s(MZ2) = 0.1179 ± 0.0009
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Figure 9.4: Summary of measurements of –s as a function of the energy scale Q. The respective
degree of QCD perturbation theory used in the extraction of –s is indicated in brackets (NLO:
next-to-leading order; NNLO: next-to-next-to-leading order; NNLO+res.: NNLO matched to a
resummed calculation; N3LO: next-to-NNLO).
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running coupling constant three-point energy correlator inside jet
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✦ QCD predictions to observables rely on both perturbative calculations describing interactions of high-
energy quarks and gluons, as well as non-perturbative inputs and hadronization corrections since only 
color-neutral hadrons appearing in both the initial and final states 
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R

(

N0

N
,αs

)

= RPT

(

N0

N
,αs

)

+RNP

(

N0

N
,αs

)

. (33)

RPT(N0

N ,αs) is the full perturbative radiator (29) that
we recast as

RPT

(

N0

N
,αs

)

= − lnNh1(αs lnN)− h2(αs lnN)

−
αs

π
β0h3(αs lnN) +O(αn

s lnn−2 N),

(34)

where the functions hi(αs lnN) are reported in Ap-
pendix A. The second term in the r.h.s. of Eq. (33)
RNP(N0

N ,αs) is the non-perturbative component, given
by

RNP

(

N0

N
,αs

)

= −
2CF

π

∫ 1

0

du

u
(e−N u − 1)

×
∫ ∞

0

dm2

m2
αNP
eff (m2)Θ(m2 − u2Q2)Θ(uQ2 −m2).

(35)

The non-perturbative term requires some more atten-
tion. We first recall that we are working in the approx-
imation µI/Q # τ , which allows one to expand the
exponential function as e−N u $ 1 − Nu + ..., neglect-
ing subleading terms since they give rise to O(1/Q2)
corrections. It is then straightforward to perform the
integral over u, obtaining

RNP

(

N0

N
,αs

)

= N
2CF

π

∫ ∞

0

dm2

m2
αNP
eff (m2)

(

m

Q
−

m2

Q2

)

.

(36)

The term proportional to m2 in the round brackets
leads to a vanishing contribution because of Eq. (24).
Making use of Eq. (26) we end up with

RNP

(

N0

N
,αs

)

=
N

Q

8CF

π2

∫ µI

0
dk⊥α

NP
s (k2⊥). (37)

To evaluate Eq. (37) we replace αNP
s = α̃s−αPT

s . Intro-
ducing the mean value of the physical coupling below
µI

α0(µI) =
1

µI

∫ µI

0
dk⊥α̃s(k

2
⊥), (38)

and expanding perturbatively αPT
s to perform the inte-

gral, we obtain

RNP

(

N0

N
,αs

)

= N∆τ. (39)

Using the expression (23) for αPT
s , the quantity ∆τ

amounts to

∆τ =
µI

Q

8CF

π2

[

α0(µ
2
I)− αs(µ

2
R)

− α2
s(µ

2
R)

β0

π

(

2 ln
µR

µI
+

A(2)

A(1)β0
+ 2

)

− α3
s(µ

2
R)

β2
0

π2

(

4 ln2
µR

µI
+ 4

(

ln
µR

µI
+ 1

)

×
(

2 +
β1

2β2
0

+
A(2)

A(1)β0

)

+
A(3)

A(1)β2
0

)]

. (40)

Note that the NNLO contribution A(3) in Eq. (40)
is found to be different from what obtained in [12]
and [23], where two different assumptions for this new
term were made. The final expression for A(3) [28] is
reported in Appendix A and it consists of the sum
of two contributions: the observable-independent three-
loop cusp anomalous dimension computed in [47] and
an observable-dependent term proportional to the two-
loop soft anomalous dimension obtained from theO(α2

s)
soft contribution to the thrust cross section [27, 28, 48,
49]. The latter turns out to give the leading numerical
contribution to A(3).
Using Eq. (40) in Eq. (11) results in a shift of the cross
section by an amount∆τ . This shift encodes the leading
non-perturbative correction to the thrust cross section.
The result in Eq. (40) is not yet complete. So far we
have considered the dispersive model in its inclusive
form. The non-perturbative effect of the thrust’s non-
inclusiveness can be accounted for using perturbation
theory by computing the correction to the form re-
ported in Eq. (37). Since the physical coupling is de-
fined as the soft emission probability, one can compute
the corrections due to incomplete cancellations between
real and virtual contributions as well as to scenarios in
which the progeny of the massive gluon goes into oppo-
site hemispheres. These corrections were computed up
to O(α2

s) in [50] where it was shown that they amount
to a multiplicative (Milan) factor M

M = 1 +
1

4β0
(1.575CA − 0.104nF ) = 1.490, nF = 3,

(41)

where we set the number of active flavours to 3 since it is
only sensitive to low energy soft radiation. In particular,
the nF factor in (41) is due to a soft gluon splitting into
a qq̄ pair of light quarks. It is difficult to estimate the
uncertainty on M. It can not be excluded that higher
order O(α3

s) corrections to the Milan factor could be
as large as 20% [51]. We use this value as uncertainty
on M in our analysis. Since the matched distribution
is given in terms of a binned histogram, the shift (40)
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Fig. 16. Contours of confidence level for simultaneous measure-
ments of αs and α0 (ellipses) compared to the combined mea-
surement of αs using Monte Carlo corrections (shaded band)

The total correlation is modified by systematic effects, and
the correlation coefficients are obtained by constructing a
total covariance matrix which includes experimental and
theoretical uncertainties. The correlation coefficient for ex-
perimental systematic effects is also large and negative,
typically −60%, but the correlation of theoretical uncer-
tainties is weak and about −10% to −30%.

In Fig. 16 the results of measurements ofαs(MZ) andα0
using power corrections are compared to the average value
of αs obtained with the standard method based on Monte
Carlo corrections in Table 9. The measurements of αs and
α0 from the different variables are combined using weighted
averages as outlined in Sect. 8. The total correlation be-
tween the weighted averages of αs and α0 is obtained using
the total covariance matrix of the combined measurement.
The results are given in Table 14. The value ofαs is found to
be significantly lower than that obtained with Monte Carlo

Table 14. Combined results of simultaneous fits of αs and
α0(2 GeV) using weighted averages

parameter αs(MZ) α0(2 GeV)
central result 0.1112 0.496
stat. error 0.0006 0.006
exp. error 0.0014 0.026
pert. error 0.0050 0.069
non pert. error 0.0001 0.068
total error 0.0053 0.101
correlation −48%

corrections (Table 13) and the values of α0 are universal
only within about two standard deviations. A large spread
is observed between results using different variables. The
determination of α0 using BW , ρ and to a lesser extent BT

is affected by large non-perturbative uncertainties, which
indicate that missing higher order corrections to the Milan
factor may significantly change the value of α0.

Other groups have investigated power corrections to
event-shape distributions [42,47]. The results in this paper
are in agreement with the measurements presented in [47]
which use a variety of e+e− data. In contrast, the determi-
nations of [42] are consistent with the present measurement
only at the level of two to three standard deviations of the
uncorrelated statistical and experimental uncertainties; the
theoretical uncertainties are determined in s similar way
and highly correlated. In particular the value of α0 using
BT found in [42] is significantly lower.

Mean values of event-shape variables have been studied
both in e+e− annihilation [42,43,47] and deep inelastic ep
scattering [45, 48]. A good overall agreement is observed
with the results of [42,47], whereas the values ofα0 reported
in [43] are marginally consistent with the findings of this
paper. The determinations from deep inelastic scattering
yield generally larger values of αs and lower values of α0,
but these are generally compatible with results from e+e−

data within the total uncertainties; here the theoretical
uncertainties are expected to be less correlated [49] and
should be included in the comparison with measurements
from e+e−. The largest deviation in results from differ-
ent groups is observed for the jet broadening variables.
Because of the apparent inconsistencies mentioned above,
the numbers of αs given in this section are not consid-
ered as a measurement, but as a test, of power corrections.
The discrepancy between αs using Monte Carlo corrections
and 1/Q corrections and the universality of α0 needs to be
investigated further.

10 Conclusions

Newresults have beenpresented for observables determined
from hadronic final states in the data recorded by ALEPH
at centre-of-mass energies between 91.2 GeV and 209 GeV.
The variables have been treated in a consistent way at
all energies.

Inclusive charged particle spectra have been found to be
in good agreement with predictions from QCD generators,
as is shown in Figs. 1 and 2, except for pout

⊥ . The energy
evolution of the mean charged particle multiplicity and
the peak position of the scaled momentum spectrum are
illustrated in Figs. 3 and 5 and have been observed to
be consistent with MLLA predictions. The evolution of xE

distributions has been compared to global parametrisations
of fragmentation functions in Fig. 6.

Measurements of jet rates and various event-shape vari-
ables have been carried out and are shown in Figs. 7, 8 and 9.
The distributions of thrust, C-parameter, heavy jet mass,
− ln y3, wide and total jet broadening have been compared
to calculations of perturbative QCD in Figs. 10 and 11,
and the strong coupling constant has been measured at

[ALEPH, 2004]

extraction of as from event shapes 
in e+e- collisions

inclusive cross sections at pp collisions

Observables at colliders
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Jet charge and flavor-tagging

[1509.05190]
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Figure 13: The measured average of the jet charge distribution (top), and the standard deviation (bottom), in units
of the positron charge as a function of the jet pT for  = 0.3, 0.5, and 0.7 for the more forward jet (left) and the more
central jet (right) using CT10 as the PDF set. The markers in the lower panel are artificially displaced horizontally
to make distinguishing the three  values easier. The Powheg+Pythia curves are nearly on top of the Pythia curves.
The crossed lines in the bars on the data indicate the systematic uncertainty and the full extent of the bars is the sum
in quadrature of the statistical and systematic uncertainties.
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of the up and down jet charges. Using the notation of
Ref. [29], we consider the quantity

⌘() ⌘
(hQiu � hQid)

2

�2


=
hzi2

2
3Nhz2i

, (14)

and determine the optimal value ⇤ as where ⌘() is max-
imized. This ratio of the moments is

⌘() =
hzi2

2
3Nhz2i

=
1

2
3N

�
1� 2�2

zN
2 + · · ·

�
. (15)

This predicts that the optimal value of  that should be
chosen for maximizing discrimination power between up
and down quark jets is ⇤ ! 0. In this limit, the jet
charge loses its IR safety and is very sensitive to contri-
butions from arbitrarily soft particles, so taking the strict
⇤ = 0 limit is not optimal. This is a similar feature to
the analytic observation that recoil-free, IRC safe observ-
ables with the weakest angular weighting possible provide
optimal discrimination between jets initiated by quarks
and gluons [57]. As in that case, to ensure IRC safety,
the angular weighting cannot strictly vanish, and here
also the energy weighting cannot disappear. This does
predict that the discrimination power of the jet charge is
improved with small values of  (down to some minimum
imposed by IR safety), which has been observed in sev-
eral previous simulation studies, e.g., Refs. [28, 29, 41].

The form of the mean-width ratio ⌘() also informs
the behavior of the jet charge’s discrimination power
as a function of jet multiplicity N . As the multiplic-
ity increases, ⌘() decreases, corresponding to degraded
discrimination power. Further, particle multiplicity in-
creases as the energy of the jet increases, so we expect
that the power of jet charge to identify jets initiated by
up or down quark jets also degrades at higher energies.
In Refs. [28, 29], the energy dependence of the mean and
width of the jet charge distribution was calculated from
a perturbative factorization theorem. From these results,
it was observed that both the mean and width decrease
as jet energy increases, but that the mean decreased at
a faster rate than the width. For up and down quark jet
discrimination, this implies that ⌘() decreases as the jet
energy increases, consistent with our scaling analysis.

We can now construct the joint probability distribution
of the jet charge and particle multiplicity. Assuming that
the normalized multiplicity distributions of up and down
quark jets are identical, pu(N) = pd(N) ⌘ p(N), the
joint probability distributions are

pu(Q, N) = pu(Q|N) p(N) , (16)

pd(Q, N) = pd(Q|N) p(N) . (17)

By being di↵erential in both jet charge and multiplic-
ity, we can potentially construct a discrimination observ-
able that is more powerful than jet charge alone. By the
Neyman-Pearson lemma [58], the optimal observable O

��� ��� ��� ��� ��� ���
���

���
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FIG. 3. Plot of the ROC curve for up versus down quark
discrimination with the jet charge observable, for values of
exponent  = 0.1, 0.3, 0.5, 0.7, 0.9.

for binary discrimination is (monotonic in) the logarithm
of the likelihood ratio, where

O ⌘ logL = log
pu(Q, N)

pd(Q, N)
= log

pu(Q|N)

pd(Q|N)
. (18)

The explicit expression for this observable in terms of Q

and N can be established using the Gaussian form of the
distributions. Working to lowest order in the moment
expansion, this observable is

O =
3

2
N�1+Q �

N�1

4
. (19)

This is not monotonically related to the jet charge Q,
but instead contains non-trivial correlations between
multiplicity and jet charge. We expect that this observ-
able is a better discriminant between jets initiated by up
and down quarks than the jet charge alone. More gen-
erally, the form of this observable demonstrates that dis-
crimination power can be improved by performing mea-
surements simultaneously di↵erential in both jet charge
and particle multiplicity.
To summarize, the predictions for up and down quark

jet discrimination are:

• As  ! 0, the discrimination power of the jet
charge improves down to some minimal value below
which infrared e↵ects become uncontrolled.

• The discrimination power of the jet charge de-
creases as the particle multiplicity increases.

• There is useful discrimination information in the
joint distribution of jet charge and particle multi-
plicity.
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Figure 3: The (a) the particle-level and (c) detector-level jet charge distribution for various jet flavors in a sample
of jets with pT > 500 GeV for  = 0.3. (b): the distribution of the jet-by-jet di↵erence between the particle-level
and detector-level jet charge distributions. The shaded region is used to fit a Gaussian function to extract the bulk
response resolution, which is � ⇠ 0.5 e, where e is the positron charge.

5 Constructing the jet charge

There is no unique way to define the jet charge. The most naïve construction is to add up the charge of
all tracks associated with a jet. However, this scheme is very sensitive to lost or extraneous soft radiation.
Therefore, a weighting scheme is introduced to suppress fluctuations. Using the tracks assigned to a jet
by ghost association, the jet charge QJ of a jet J is calculated using a transverse-momentum-weighting
scheme [1]:

QJ =
1

(pTJ)
X

i2Tracks

qi ⇥ (pT,i), (1)

where Tracks is the set of tracks associated with jet J, qi is the charge (in units of the positron charge)
of track i with associated transverse momentum pT,i,  is a free regularization parameter, and pTJ is the
transverse momentum of the calorimeter jet. The distributions of QJ for various jet flavors are shown
in Fig. 3 for  = 0.3. In the simulation, there is a clear relationship between the jet charge and the
initiating parton’s charge, as up-quark jets tend to have a larger jet charge than gluon jets. Furthermore,
gluon jets tend to have a larger jet charge than down-quark jets. However, the jet charge distribution
is already broad at particle level and the jet charge response (Qparticle-level � Qdetector-level) resolution is
comparable to the di↵erences in the means of the distributions for di↵erent flavors, so one can expect
only small changes in the inclusive jet charge distribution for changes in the jet flavor composition. The
three narrow distributions on top of the bulk response distribution in Fig. 3(b) are due to cases in which
only one or two charged particles dominate the jet charge calculation at particle level. The two o↵-center
peaks are due to cases in which one of the two high-pT-fraction tracks is not reconstructed and the widths
of the two o↵-center and central peaks are due to the (single) track and jet pT resolutions. The bulk
response is fit to a Gaussian function with standard deviation � ⇠ 0.5 e (units of the positron charge).
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jet charge constructed from 
constituent tracks:

[2103.09649]u/d quark separation

✦ Jet charge is a typical observable requiring knowledge on transition of parton to hadrons, especially the 
distribution of electric charges to hadrons; can be calculated in QCD from first principle based on 
fragmentation functions or from models implemented in MC generators 
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other forms: polarized FFs, TMD FFs, 
di-hadron FFs

Single inclusive hadron production

7

✦ In its simplest form, fragmentation functions (FFs) describe number density of the identified hadron wrt the 
fraction of momentum of the initial parton it carries, as measured in single inclusive hadron production, 
e.g., from single-inclusive annihilation (SIA), semi-inclusive DIS (SIDIS), pp collisions  

“Gearing up for LHC Physics”, Zuoz School  2010                               Fabio Maltoni
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Figure 1: Representation of the scattering amplitude for processes whose QCD description involves
FFs: Single-inclusive hadron production in (a) e+e� annihilation, (b) deep-inelastic lepton-nucleon
scattering, (c) proton-proton scattering.

In general, the following processes have played and continue to play a crucial role in studies of FFs:

• single-inclusive hadron production in electron-positron annihilation, e+ + e� ! h+X. Often this
process is simply denoted as single-inclusive annihilation (SIA).

• semi-inclusive deep-inelastic lepton-nucleon scattering (SIDIS), ` + N ! ` + h + X.

• single-inclusive hadron production in proton-proton collisions, p + p ! h + X. Related processes
like proton-antiproton (pp̄) collisions have been studied as well.

The scattering amplitudes for these reactions are displayed in Fig. 1. In these cases QCD factoriza-
tion theorems schematically read [3, 13]

�e+e�!hX = �̂ ⌦ FF , (1)

�`N!`hX = �̂ ⌦ PDF ⌦ FF , (2)

�pp!hX = �̂ ⌦ PDF ⌦ PDF ⌦ FF , (3)

where �̂ indicates the respective process-dependent partonic cross section that can be computed in
perturbation theory. The parton-model representation of the cross section for the three processes is
shown in Fig. 2. Using the parton model, or in other words leading order perturbative QCD (pQCD),
it is often straight forward to write down a factorization formula. However, in full QCD it is typically
challenging to analyze and factorize radiative corrections to arbitrary order in the strong coupling [3, 13].
Factorization theorems only hold if specific kinematic conditions are satisfied, where the minimum
requirement is the presence of a hard scale that allows one to use pQCD. For SIA that scale is provided
by the center-of-mass (cm) energy

p
s. For SIDIS it is the momentum transfer between the leptonic and

the hadronic part of the process, while in the case of hadronic collisions it is the transverse momentum
of the final state hadron relative to the collision axis. The specific form of the factorization theorem,
including the precise meaning of the “multiplication” ⌦, also depends on the kinematics of the process.
In addition, it can depend on the polarization state of one or more of the involved particles. More
information on this point will be given later in this paper and the references quoted there. We also
mention that the factorization theorems in Eqs. (1)-(3) hold in the sense of a Taylor expansion in powers
of 1/Q, where here Q denotes the hard scale of a process. The term on the r.h.s. of these equations
then represents the leading contribution. Factorization theorems have been written down for certain
subleading terms as well, but in most such cases all-order proofs do not exist.

An interesting and important early application of FFs in the 1970s was for the production of large-
transverse-momentum hadrons in hadronic collisions, where FFs are needed according to (3). Data
for this process had been obtained in pp collisions at the ISR (Intersecting Storage Ring) collider at
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3.1 Observables for integrated FF D1

The FF Dh/i
1 (z) enters the cross sections for SIA, SIDIS, and pp scattering. For e+e� ! hX and

`p ! `hX the cross section can be expressed through structure functions which contain the FFs.

3.1.1 Observables for integrated FF D1 in e+e�

For SIA the cross-section can be written as [226]

1

�tot

d�e+e�!hX

dz
= F h(z, Q2) , (98)

where the structure function F h(z, Q2) has the meaning of a multiplicity, that is, the number of hadrons
of type h per event. The observable z = 2Ehp

s is the hadron energy scaled to half the cm energy and

Q2 = s. At NLO the total hadronic cross section in (98) is given by �tot = 4⇡↵em
Q2

P
q e2q (1 + ↵s

⇡ ). The

multiplicity F h is decomposed in terms of two structure functions F1 and FL,

F h =
1P
q e2q

�
2F h

1 (z, Q2) + F h
L(z, Q2)

�
, (99)

which, at NLO accuracy, take the form

2F h
1 (z, Q2) =

X

q

e2q

✓
Dh/q

1 (z, Q2) +
↵s(Q2)

2⇡
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Cq

1 ⌦ Dh/q
1 + Cg

1 ⌦ Dh/g
1

⌘
(z, Q2)

◆
, (100)

F h
L(z, Q2) =

↵s(Q2)

2⇡

X

q

e2q

⇣
Cq

L ⌦ Dh/q
1 + Cg

L ⌦ Dh/g
1

⌘
(z, Q2) . (101)

The coe�cient functions C i
1, C i

L depend on z, ↵s and the ratio Q2

µ2 , where µ here represents the fac-
torization scale. The symbol ⌦ denotes convolution in longitudinal momentum fractions. The NLO
coe�cient functions can be found for example in [227]. Currently they are known up to NNLO. As the

gluon FF Dh/g
1 only enters at order ↵s its contribution is small, in particular at large

p
s. Similar to

the access to gluon PDFs from scaling violations, Dh/g
1 can also be addressed via its contribution to the

evolution of the FFs — see Eq. (93). Given the weak (logarthmic) scale dependence one is left with large
uncertainties. Information on gluon FFs can also be extracted by considering three jet events which,
however, requires a more complicated theoretical apparatus. The other issue that one encounters when
using Eq. (100) is that, at leading order, the object accessed is

P
q e2qD

h/q
1 , i.e., the charge weighted sum

of the FFs. In particular, all qq̄ pairs with masses below
p

s can be created. This means that the cross
section can receive significant contributions from heavy quark production. In the following we outline
some methods that allow one to achieve, to some extent, a separation of FFs for di↵erent flavors and
for which experimental results are available.

• The most common way to separate heavy quark fragmentation from light quark fragmentation is
to tag heavy quark production by reconstructing mesons containing the respective heavy quark,
such as charmed or B-mesons in the event (see. e.g. [228]). However, the interpretation of such a
non-inclusive observable is non-trivial and care has to be taken not to bias the phase space of the
FF measurement.

• In e+e� annihilation at
p

s = mZ it is possible to get some separation of quark and antiquark FFs
by using polarized beams. Since the parity violating weak decay of the Z0 is coupling di↵erently to
left- and right-handed quarks, quarks and antiquarks have di↵erent preferred directions leading to
di↵erent angular distributions of the produced hadrons. The SLD experiment for example claims
to have achieved a quark vs antiquark purity of 73% [229].
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exp. definition of unpolarized collinear FFs

[Pythia, Herwig, Sherpa]

rely on model and PS at the lowest order



QCD collinear factorization

8

✦ QCD collinear factorization ensures universal separation of long-distance and short-distance contributions 
in high energy scatterings involving initial/final state hadrons, and enables predictions on cross sections

[Collins, Soper, Sterman]

❖ coefficient functions, hard scattering; infrared 
(IR) safe, calculable in pQCD, independent of 
the hadron 

❖ FFs/PDFs, reveal inner structure of hadrons; non-
perturbative (NP) origin, universal, e.g. DIS vs. 
pp collisions; fitted from data 

❖ runnings of FFs/PDFs with μD/μf  are governed by 
the DGLAP equation   

SIA SIDIS pp

• Some flavor information can be gained by comparing data from e+e� ! �⇤ with e+e� ! Z0 and
taking advantage of the di↵erent coupling constants of the quarks to the �⇤ and the Z0.

• Another way to access the flavor dependence of FFs in e+e� data is to use back-to-back hadron
pairs in the process e+e� ! h1h2X. The cross-section for this process takes the schematic
form [141] X

i,j

�̂ij ⌦ Dh1/i
1 ⌦ Dh2/j

1 , (102)

where �̂ij is the partonic cross section to produce partons i and j, which at LO will be a qq̄ pair.
In a global fit, using the information of di↵erent charge and flavor combinations in the final state,
this observable allows one to gain information about the di↵erences of the favored vs disfavored
fragmentation process. Equation (102) is only valid if the two hadrons are well separated, so
e.g. are produced in back-to-back jets. For a di-hadron system with a small invariant mass Mh,
the di-hadron production is described by DiFFs [123]. In the Mh integrated cross-section the
single-hadron FFs and DiFFs mix [141].

3.1.2 Observables for integrated FF D1 in SIDIS

The cross section for SIDIS, written in terms of structure functions, takes on a similar form as the one
for SIA in e+e� annihilation [230],

d3�`p!`hX

dx dy dz
=

2⇡↵2
em

Q2

✓
1 + (1 � y)2)

y
2F h

1 (x, z, Q2) +
2(1 � y)

y
F h
L(x, z, Q2)

◆
. (103)

With P and q denoting the 4-momentum of the proton and the exchanged gauge boson, respectively,
we use common DIS variables: Q2 = �q2, the Bjorken scaling variable x = Q2

2P ·q , y = P ·q
P ·l describing the

momentum transfer from the initial lepton to the gauge boson, and z = P ·Ph
P ·q . Neglecting target mass

corrections one has the well-known relation Q2 = sxy. Note that the cross section in (103) is integrated
upon the transverse momentum ~Ph? of the hadron. Below in Sec. 3.3.2 we keep the dependence on ~Ph?
which gives sensitivity to TMD FFs. Also, we consider hadron production in the current fragmentation
region. In an experiment this is usually ensured by a cut on the Feynman variable xF = PhL

2
p
s , which is the

fractional longitudinal cm momentum of the hadron. Otherwise, the cross-section receives contributions
from target fragmentation as well. Such contributions are described by fracture functions which is a
di↵erent type of non-perturbative objects [231, 232] (see also the very brief discussion in Sec. 7.4). Like
in the e+e� case described in Eqs. (100,101), the SIDIS structure functions can be expressed in terms
of FFs. At NLO accuracy one has

2F h
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X
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e2q
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, (105)

where the unpolarized integrated PDFs f i/p
1 in the proton enter in the convolutions. The NLO coe�-

cient functions can be found in [230]. Similar to the SIA cross section, the gluon FF only contributes at
order ↵s. For brevity we have omitted the arguments of the PDFs, FFs, and coe�cient functions. Just
considering the charge factors, the SIDIS cross section is most sensitive to the u-quark fragmentation.
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1 (z) enters the cross sections for SIA, SIDIS, and pp scattering. For e+e� ! hX and

`p ! `hX the cross section can be expressed through structure functions which contain the FFs.
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For SIA the cross-section can be written as [226]

1

�tot

d�e+e�!hX

dz
= F h(z, Q2) , (98)

where the structure function F h(z, Q2) has the meaning of a multiplicity, that is, the number of hadrons
of type h per event. The observable z = 2Ehp

s is the hadron energy scaled to half the cm energy and

Q2 = s. At NLO the total hadronic cross section in (98) is given by �tot = 4⇡↵em
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torization scale. The symbol ⌦ denotes convolution in longitudinal momentum fractions. The NLO
coe�cient functions can be found for example in [227]. Currently they are known up to NNLO. As the

gluon FF Dh/g
1 only enters at order ↵s its contribution is small, in particular at large

p
s. Similar to

the access to gluon PDFs from scaling violations, Dh/g
1 can also be addressed via its contribution to the

evolution of the FFs — see Eq. (93). Given the weak (logarthmic) scale dependence one is left with large
uncertainties. Information on gluon FFs can also be extracted by considering three jet events which,
however, requires a more complicated theoretical apparatus. The other issue that one encounters when
using Eq. (100) is that, at leading order, the object accessed is

P
q e2qD

h/q
1 , i.e., the charge weighted sum

of the FFs. In particular, all qq̄ pairs with masses below
p

s can be created. This means that the cross
section can receive significant contributions from heavy quark production. In the following we outline
some methods that allow one to achieve, to some extent, a separation of FFs for di↵erent flavors and
for which experimental results are available.

• The most common way to separate heavy quark fragmentation from light quark fragmentation is
to tag heavy quark production by reconstructing mesons containing the respective heavy quark,
such as charmed or B-mesons in the event (see. e.g. [228]). However, the interpretation of such a
non-inclusive observable is non-trivial and care has to be taken not to bias the phase space of the
FF measurement.

• In e+e� annihilation at
p

s = mZ it is possible to get some separation of quark and antiquark FFs
by using polarized beams. Since the parity violating weak decay of the Z0 is coupling di↵erently to
left- and right-handed quarks, quarks and antiquarks have di↵erent preferred directions leading to
di↵erent angular distributions of the produced hadrons. The SLD experiment for example claims
to have achieved a quark vs antiquark purity of 73% [229].
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The coe�cient functions C i
1, C i

L depend on z, ↵s and the ratio Q2

µ2 , where µ here represents the fac-
torization scale. The symbol ⌦ denotes convolution in longitudinal momentum fractions. The NLO
coe�cient functions can be found for example in [227]. Currently they are known up to NNLO. As the

gluon FF Dh/g
1 only enters at order ↵s its contribution is small, in particular at large

p
s. Similar to

the access to gluon PDFs from scaling violations, Dh/g
1 can also be addressed via its contribution to the

evolution of the FFs — see Eq. (93). Given the weak (logarthmic) scale dependence one is left with large
uncertainties. Information on gluon FFs can also be extracted by considering three jet events which,
however, requires a more complicated theoretical apparatus. The other issue that one encounters when
using Eq. (100) is that, at leading order, the object accessed is

P
q e2qD

h/q
1 , i.e., the charge weighted sum

of the FFs. In particular, all qq̄ pairs with masses below
p

s can be created. This means that the cross
section can receive significant contributions from heavy quark production. In the following we outline
some methods that allow one to achieve, to some extent, a separation of FFs for di↵erent flavors and
for which experimental results are available.

• The most common way to separate heavy quark fragmentation from light quark fragmentation is
to tag heavy quark production by reconstructing mesons containing the respective heavy quark,
such as charmed or B-mesons in the event (see. e.g. [228]). However, the interpretation of such a
non-inclusive observable is non-trivial and care has to be taken not to bias the phase space of the
FF measurement.

• In e+e� annihilation at
p

s = mZ it is possible to get some separation of quark and antiquark FFs
by using polarized beams. Since the parity violating weak decay of the Z0 is coupling di↵erently to
left- and right-handed quarks, quarks and antiquarks have di↵erent preferred directions leading to
di↵erent angular distributions of the produced hadrons. The SLD experiment for example claims
to have achieved a quark vs antiquark purity of 73% [229].
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3.1 Observables for integrated FF D1

The FF Dh/i
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moment is given by a universal term plus a path-dependent term where C [U ]
F is a calculable factor that

gets multiplied by the so-called gluonic pole matrix element, which is the three-parton correlator in (51)
evaluated for the specific case of a vanishing (longitudinal) gluon momentum [82, 155]. (If the gluon
momentum of the qgq correlator is zero one hits a pole of a parton propagator from the hard scattering
of the process, which is the cause of the name “gluonic pole matrix element”.) The l.h.s. of (92) is

given by moments of TMD FFs, where for unpolarized hadrons the Collins function moment H?(1)h/q
1

as defined in (44) shows up. The crucial point of this discussion is that gluonic pole matrix elements for
FFs vanish. This was first shown in a lowest-order spectator model calculation [156], and later on in a
model-independent way [157, 158] (see also the work in [104]). The specific moments of TMD FFs that
appear on the l.h.s. of (92) are therefore universal. Similar to (92) one may relate higher kT moments
of TMD FFs to certain collinear multi-parton correlators where the number of partons increases with
increasing power of kT . By means of the methods of Ref. [157] or of Ref. [158] one finds that these
multi-parton correlators vanish as well [159, 158]. The benefit of such a (formal) study is, however, not
immediately obvious as higher kT moments of TMD FFs are severely plagued by UV divergences and
rapidity divergences.

Several additional works confirmed the universality of TMD FFs. In Refs. [160, 161] it was shown,
by analyzing Feynman graphs up to two-loop, that the Collins e↵ect in p"p ! (jet h) X is universal.

Moreover, model-independent calculations of the Collins function H?h/q
1 [96] and of the polarizing FF

D?h/q
1T at large transverse parton momentum provide universal results. We finally note that the current

phenomenology, in particular for the Collins function, is compatible with universality.

2.7 Evolution

Because of QCD dynamics FFs depend on an additional parameter, the renormalization scale µ. In
fact in the case of TMDs FFs, like for TMD PDFs, yet another parameter is needed. So far we have
neglected the dependence on those parameters, which is governed by QCD evolution equations. Here
we give a very brief account of the current status of that field.

2.7.1 Evolution of integrated leading-twist FFs

The general structure of the evolution equations for unpolarized twist-2 integrated FFs is given by

d

d ln µ2
Dh/i

1 (z, µ2) =
↵s(µ2)

2⇡

X

j

Z 1

z

du

u
Pji(u, ↵s(µ

2)) Dh/j
1

⇣z

u
, µ2

⌘
, (93)

which is basically identical with the form of the evolution equations for PDFs. One just has to keep in
mind that the matrix for the time-like splitting functions in (93) is Pji, as opposed to Pij in the case of
PDFs. Usually the system of evolution equations in (93) is decomposed into the flavor non-singlet and
the flavor singlet sectors. The splitting functions Pji have a perturbative expansion of the form

Pji(u, ↵s(µ
2)) = P (0)

ji (u) +
↵s(µ2)

2⇡
P (1)
ji (u) +

⇣↵s(µ2)

2⇡

⌘2

P (2)
ji (u) + . . . . (94)

The LO order time-like splitting functions P (0)
ji were computed in [162, 163, 164]. They agree with

the well-known LO space-like DGLAP splitting functions [165, 166, 167, 168], which is known in the
literature as Gribov-Lipatov relation [165, 166]. This relation can also be traced back to the so-called
Drell-Levy-Yan relation between structure functions in DIS and in e+e� ! hX [169, 170, 171]. In

Ref. [172] this point has been discussed in some detail. The NLO splitting functions P (1)
ji were computed

in [173, 174, 175, 176, 177, 178]. Though they di↵er from their space-like counterparts one can still
relate them by a suitable analytical continuation [173, 174, 175, 178, 172, 179]. In the meantime even

23

Here Dh/q
1 is the well-known unpolarized FF which describes the number density of unpolarized hadrons

in an unpolarized quark. Note that the definition of Dh/q
1 is appropriate for a spin-0 hadron. For spin-12

hadrons this function gets multiplied by 2 if one sums over the hadron spins. The FF Gh/q
1 describes the

density of longitudinally polarized hadrons in a longitudinally polarized quark, whereas Hh/q
1 describes

the density of transversely polarized hadrons in a transversely polarized quark. In Sec. 2.2 below we will
come back to the physical interpretation of leading-twist FFs. Using Eqs. (13), (11), (8) one immediately

obtains the operator definition for Dh/q
1 (z),

Dh/q
1 (z) =

z

4

X
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Z Z
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+, 0�,~0T ) |Ph, Sh; Xi

⇥ hPh, Sh; X|  ̄q(0
+, 0�,~0T ) W(0+, 1+) |0i ��

i
. (16)

It is straightforward to write down the corresponding definitions for Gh/q
1 (z) and Hh/q

1 (z).
Let us now proceed to the twist-3 (two-parton) FFs, which are suppressed by a factor Mh/P

�
h

relative to the leading FFs. A total of six twist-3 qq FFs can be identified [65, 75, 76, 67],

�h/q [1](z; Ph, Sh) =
Mh

z2P�
h

h
Eh/q(z)

i
, (17)
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, (18)
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, (19)
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i
, (20)
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Mh

z2P�
h

h
"ijT Hh/q(z)

i
, (21)

�h/q [i��+�5](z; Ph, Sh) =
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z2P�
h

h
⇤h Hh/q

L (z)
i
, (22)

where obviously two FFs appear for an unpolarized target, two for a longitudinally polarized target, and
two for a transversely polarized target. We have used "ijT = "µ⌫ij n̄µn⌫ = "�+ij, and the sign convention
"12T = 1. Higher-twist FFs are not necessarily smaller than twist-2 FFs, but the (small) factor Mh/P

�
h

on the r.h.s. of (17)-(22) reduces their impact on observables. For completeness we also include the
twist-4 case [76],

�h/q [�+](z; Ph, Sh) =
M2

h

z2(P�
h )2

h
Dh/q

3 (z)
i
, (23)
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, (24)
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h )2

h
Si
hT Hh/q

3 (z)
i
. (25)

The structures of the traces in (13)-(15), (17)-(22), and (23)-(25) follow from parity invariance. (Some
additional structures that appear when relaxing the parity constraint have been discussed in Ref. [77].)
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unpolarized collinear FFs, operator definition



FMNLO (fragmentation at NLO in QCD)

9

✦ FMNLO is a new program for automated and fast calculations of fragmentation cross sections of arbitrary 
processes. It is based on a hybrid scheme of phase-space slicing method and local subtraction method, 
accurate to NLO in QCD

https://fmnlo.sjtu.edu.cn/~fmnlo/ [JG+, 2305.14620]

events in pp collisions (
p
s = 13 TeV) consisting of two or more jets. Jets are clustered with

anti-kT algorithm with R = 0.4 and are required to have pT,j > 60 GeV and |⌘j | < 2.1. The

two leading jets are required to satisfy a balance condition pT,j1/pT,j2 < 1.5, where pT,j1(2)

are the transverse momentum of the (sub-)leading jet. They also analyzed charged-particle

tracks inside the jet classified according to its transverse momentum and pseudo-rapidity

(forward or central) in Ref. [57]. The charged tracks are required to have pT,h > 0.5 GeV

and |⌘h| < 2.5. The results are presented in a di↵erential cross section of 1/NjdNtrk/d⇣ with

⇣ ⌘ pT,h/pT,j and pT,j being the transverse momentum of the jet probed1.

Figure 7. Similar to Fig. 5 but with ATLAS measurement on normalized distribution of ⇣ for dijet
production in pp collisions with a center of mass energy of 13 TeV.

We present our NLO predictions and compare them to the ATLAS measurement using

the central jet of the two leading jets and with pT,j 2 [200, 300] GeV in Fig. 7. The data

are displayed as mentioned before. From the first two panels, we find both the NNFF1.1 and

BKK results fit well in the high ⇣ region. However, the BKK data aligns more closely with

the experimental data. In the lower ⇣ region, it can be seen that the first three bins of the

NNFF1.1 data exhibit a closer resemblance. And the error band of the BKK results in these
1We note that the distributions presented in the experimental publication have been multiplied by the bin

width of each data points.

– 15 –

They also analyzed all charged-particle tracks with an azimuthal separation to the Z boson

��trk,Z > 7⇡/8 in Ref. [56]. The charged tracks are required to have pT,h > 1 GeV and |⌘h| <

2.4. Di↵erent from the production process of an isolated photon in association with jets, we

use a distribution of 1/NZdNtrk/dpT,h to show our results.

Figure 6. Similar to Fig. 5 but with CMS measurement on normalized distribution of pT,h for Z

boson production in pp collisions with a center of mass energy of 5.02 TeV.

In Fig. 6, the BKK and NNFF1.1 results are depicted as previously mentioned. It is

apparent from the first panel that the BKK data exhibits better agreement with the experi-

mental data in the whole kinematic region. In the second panel, we find that, in most regions,

the experimental data lies within the error band of the BKK results, with a maximum de-

viation of approximately 20%. Meanwhile, the NNFF1.1 results show a greater discrepancy,

particularly in the middle region. In the third panel, it can be seen that, in most regions, the

NLO corrections are negative, but they diminish as pT increases. The maximum corrections

at NLO is approximately 20%.

4.3 QCD inclusive dijets

In this subsection, we present the third example of the calculations mentioned above. In

Ref. [57] the ATLAS collaboration measured parton fragmentation based on hard scattering

– 14 –

QCD inclusive dijets at LHC Z-boson tagged jet

❖ automation of fragmentation 
calculations from arbitrary hard 
processes at NLO, within SM and 
BSMs via MG5_aMC@NLO 

❖ fast convolution algorithms of partonic 
cross sections with FFs without 
repeating the time consuming MC 
integrations 

❖ future goal/generalizations: transverse 
observables, NNLO corrections    



Global data and phenomenological analysis

10

✦ Measurements are available from colliders SLAC, LEP, HERA, RHIC, LHC and fixed-target HERMES, 
COMPASS experiments for various charged hadrons as well neutral hadrons; several major groups provide 
phenomenological FFs from global analysis at NLO/NNLO in QCD

5 19. Fragmentation Functions in e
+

e
≠, ep, and pp Collisions
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Figure 19.3: (a) The distribution 1/N · dN/dxF for all charged particles in DIS lepton-hadron
experiments at di�erent values of W , measured in the HCMS [30–33]. (b) Scaling violations of the
fragmentation structure function for all charged particles in the current region of the Breit frame
of DIS [34, 35] and in e

+
e

≠ interactions [19, 36]. The data are shown as a function of
Ô

s for e
+

e
≠

results, and as a function of Q for the DIS results, each within the same indicated intervals of the
scaled momentum xp. The data for the four lowest intervals of xp are multiplied by factors 50, 10,
5, and 3, respectively for better visibility.
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where a = T, L, A. At the zeroth order in the strong coupling –s the coe�cient functions Cg for
gluons vanish, while for (anti-) quarks Ci = gi(s) ”(1 ≠ z) (except for FL for which the leading
contribution is of order –s, as indicated in Eq. (19.4)). Here gi(s) is the appropriate electroweak
coupling. In particular, gi(s) is proportional to the squared charge of the quark i at s π M

2

Z , when
weak e�ects can be neglected. The full electroweak prefactors gi(s) can be found in Ref. [6]. The
first-order QCD corrections to the coe�cient functions have been calculated in Refs. [37,38], and the
second-order terms in [39–41]. Thus, the coe�cient functions are known to NNLO, except for FL.
We note that beyond the leading order the coe�cient functions, and hence the fragmentation
functions, start to depend on the choice of factorization scheme. The standard choice in the
literature is the MS scheme.

The simplest parton-model approach would predict scale-independent (‘scaling’) x-distributions
for both the structure function F

h and the parton fragmentation functions D
h
i . Perturbative QCD

1st December, 2021

[Particle data group]

single incl. production of unidentified 
charged hadrons (SIA & SIDIS)

Jet fragmentation to light 
charged hadrons (LHCb)

cross-sections d� as

f(z, jT) =
d�

dPS dz djT

�
d�

dPS , (2)

F (z) =

Z
djT f(z, jT) =

d�
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dPS , (3)

F (jT) =

Z
dz f(z, jT) =

d�

dPS djT

�
d�

dPS , (4)

where the phase space dPS depends on the pseudorapidity of the Z boson and the jet,
and the vector sum and the di↵erence between the transverse momenta of the Z boson
and the jet [13].

The TMD JFF defined in Eq. (2) is integrated over jT to obtain the collinear JFF
shown in Eq. (3). The transverse profile is obtained by integrating the TMD JFF over z
as defined in Eq. (4). Experimentally, these quantities can be expressed in terms of yields
corrected for detector e↵ects as

f(z, jT) =
1

NZ+jet

dNhad(z, jT)

dz djT
, F (z) =

1

NZ+jet

dNhad(z)

dz
, F (jT) =

1

NZ+jet

dNhad(jT)

djT
, (5)

where Nhad is the number of hadrons in Z-tagged jets for given z and jT, and NZ+jet is
the number of Z + jet pairs that contain charged hadrons.

The LHCb detector [27,28] is a single-arm forward spectrometer covering the pseudora-
pidity range 2 < ⌘ < 5. The detector includes a high-precision tracking system consisting
of a silicon-strip vertex detector (VELO) [29] surrounding the pp interaction region, a
silicon-strip detector located upstream of a dipole magnet with a bending power of about
4 Tm, and three stations of silicon-strip detectors and straw drift tubes [30, 31] placed
downstream of the magnet. The momentum resolution of charged particles provided by
the tracking system is �p/p ⇠ 0.5% at low momentum and reaches 1.0% at 200 GeV1. The
VELO allows reconstruction of multiple primary vertices (PVs) and rejection of events
with more than one PV or additional low-momentum tracks. Muons are identified by a
system composed of alternating layers of iron and multiwire proportional chambers [32].
Photons, electrons, and hadrons are distinguished by a calorimeter system consisting of
scintillating-pad and preshower detectors, an electromagnetic calorimeter, and a hadronic
calorimeter. Di↵erent types of charged hadrons are identified using information from two
ring-imaging Cherenkov (RICH) detectors [33], with RICH 1 (C4F10 radiator) covering
momenta 2 to 60 GeV and RICH 2 (CF4) covering 15 to 100 GeV. Simulated pp collisions
are generated using Pythia 8 [26] with a specific LHCb configuration [34]. Decays
of hadronic particles are described by EvtGen [35], in which final-state radiation is
generated using Photos [36]. Finally, the Geant4 toolkit [37] is used to simulate the
interactions of the particles with the detector, as described in Ref. [38].

The data sample used in this analysis corresponds to an integrated luminosity of
1.64 fb�1 collected at

p
s = 13 TeV with the LHCb detector in 2016. The online

event selection is performed by the muon trigger system, where Z boson candidates are
selected via their decay into two oppositely charged muons. The two muons are required
to have pT > 20 GeV, 2.0 < ⌘(µ) < 4.5, and their invariant mass within the range

1
In this article, natural units (c = ~ = 1) are used.

2

Quarks and gluons can never be observed in isolation due to confinement in quantum
chromodynamics (QCD). Thus, one of the challenges of QCD lies in relating the quark
and gluon degrees of freedom of the theory to the bound-state hadrons observed in nature.
A great deal of e↵ort over the past several decades has gone into mapping out nucleon
structure in terms of its quark and gluon constituents. A particular focus, in recent years,
has been on the three-dimensional imaging of the nucleon [1,2]. Studying the mechanisms
by which colored quarks and gluons hadronize into new color-neutral bound states o↵ers
complementary information connecting colored and hadronic degrees of freedom.

In the standard collinear perturbative QCD factorization framework, single-inclusive
hadron production in proton-proton (pp) collisions factorizes into the short-distance hard
scattering of partons and the long-distance dynamics described by fragmentation functions
(FFs) and parton distribution functions (PDFs). The latter parametrizes proton structure
as a function of momentum fraction carried by a parton of an incoming proton taking
part in the hard scattering process. Hadronization of charged particles is described by
collinear FFs, denoted as Dh

c (z), where z is the longitudinal momentum fraction of an
outgoing parton c carried by a produced hadron h (see Ref. [3] for a review of FFs).
The FFs and PDFs are not fully calculable perturbatively and must be constrained by
experimental measurements. In Monte Carlo (MC) generators, phenomenological models
tuned to data are used to perform hadronization. [4–6]. Jet fragmentation functions (JFFs)
are experimental observables describing jet substructure that measure the longitudinal
momentum fraction carried by a hadron of a jet [7–13]. Within the soft-collinear e↵ective
theory framework, JFFs are constructed such that they can probe the standard collinear
FFs, defined for inclusive single-hadron production with no requirement of a reconstructed
jet. Similarly, transverse-momentum-dependent (TMD) JFFs defined within the soft-
collinear e↵ective theory framework can access standard TMD FFs [14], traditionally
measured in e+e� collisions [15–18] and semi-inclusive deep inelastic lepton-nucleon
scattering [19, 20]. In addition to the dependence on the longitudinal momentum fraction
z, TMD FFs also depend on jT, the transverse momentum of the produced hadron with
respect to the jet axis in the case of a fully reconstructed jet, or the thrust axis in e+e�

collisions (see e.g. Ref. [18]). Singly di↵erential TMD JFFs for unidentified hadrons have
previously been measured in proton-proton collisions at the LHC [21–24]. The excellent
hadron identification capabilities at LHCb allow for measurements of the JFFs for di↵erent
particle species.

This Letter presents the first measurements of JFFs for identified charged hadrons in
jets produced in association with a Z boson in the forward region of pp collisions. The
main observables are the longitudinal momentum fraction of the jet carried by the hadron,
z, and the transverse component of the hadron momentum with respect to the jet axis,
jT, as found in Ref. [23, 25] and defined as

z =
phad · pjet

|pjet|2
, jT =

|phad ⇥ pjet|
|pjet|

, (1)

where phad and pjet are the hadron and jet three-momentum vectors, respectively.
The dominant leading order hard process for Z+jet production in the LHCb acceptance

is qg ! Zq due to the asymmetry between the gluon and quark momentum fractions,
verified with Pythia 8 [26], which enhances jets initiated by light valence quarks and
provides sensitivity to the quark TMD FFs.

The JFFs measured using Z-tagged jets in this Letter are defined in terms of di↵erential

1

❖ major groups/families include BKK, 
AKK, HKNS, DSS, NNFF etc. 

❖ mostly done at NLO in QCD since 
exact NNLO coefficient functions not 
known for SIDIS and pp 

❖ different determination can be quite 
different due to selection of data sets as 
well as theory treatments, not converge 
as well as the case of PDF fits

global analysis
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Figure 3: Collinear jet fragmentation functions of (top) identified pions, kaons and protons in

three jet pT intervals and (bottom) the ratios of kaons to pions and protons to pions. Statistical
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set and a specific LHCb configuration [34]. In general, Pythia 8 describes unidentified
charged hadron distributions well with only slight underestimation while the number
of charged pions (kaons and protons) are largely underestimated (overestimated). The
production of heavier particles relative to pions is well described by Pythia 8 at high jet
pT, while at low jet pT Pythia 8 significantly overestimates it. These data can be used
to tune MC generators for production of identified charged particles.

Figure 4 shows the TMD JFFs measured as joint distributions in z and jT for the
three separate particle species. The center of the distribution shifting towards higher
values in both z and jT with the mass of the particle suggests that heavier hadrons are
produced from harder partons.

Figure 4: Joint distributions of the longitudinal momentum fraction z and the transverse

momentum jT of identified charged (left) pions, (middle) kaons and (right) protons in jets with

20 < pT < 30 GeV.
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pT, while at low jet pT Pythia 8 significantly overestimates it. These data can be used
to tune MC generators for production of identified charged particles.

Figure 4 shows the TMD JFFs measured as joint distributions in z and jT for the
three separate particle species. The center of the distribution shifting towards higher
values in both z and jT with the mass of the particle suggests that heavier hadrons are
produced from harder partons.

Figure 4: Joint distributions of the longitudinal momentum fraction z and the transverse

momentum jT of identified charged (left) pions, (middle) kaons and (right) protons in jets with

20 < pT < 30 GeV.

7

[2208.11691] [1607.02521 for a review]



11

✦ 1. Introductions

✦ 2. Fragmentation functions and QCD factorization

✦ 4. Outlook and Summary

✦ 3. A new global analysis on FFs to light charged hadrons
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✦ Establishing a new framework on global analysis of fragmentation functions to identified charged hadrons, 
including charged pion, kaon and proton, using most recent data from SIA, SIDIS, and pp collisions 

✦

parametrization of FFs to charged pion/kaon/
proton at initial scale (Q=5 GeV):

❖ a joint determination of FFs to charged 
pion, kaon and proton at NLO in QCD (63 
parameters) including estimation of 
uncertainties with Hessian sets 

❖ apply a strong selection criteria on the 
kinematics of fragmentation processes to 
ensure validity of LT factorization and 
perturbative calculations (z>0.01 and Eh/
pT,h>4 GeV)  

❖ including theory uncertainties (residual 
scale variations) into the covariance matrix 

❖ use fast interpolation techniques for 
calculations of cross sections which largely 
increase efficiency of the global fit

2

twist collinear factorization and the associated pertur-
bative calculations of QCD. Additionally, we have in-
corporated residual theory uncertainties into the anal-
ysis. In contrast to using Mellin transforms, we have
utilized a fast interpolation technique for the calcula-
tions of the cross sections, significantly increasing the
e�ciency of the global fit. The pp datasets consist of
measurements on production cross section ratios of vari-
ous charged hadrons, as well as measurements on charged
hadron production in jets at the LHC. The latter datasets
provide strong constraints on the gluon FFs. To the best
of our knowledge, our work represents the first joint de-
termination of FFs of various charged hadrons from a
global analysis, including data from SIA, SIDIS and pp
collisions. It also marks the first inclusion of jet fragmen-
tation measurements in a global analysis for light charged
hadrons. The comprehensive analysis provides a state-of-
the-art determination of FFs, allowing for a test on the
fundamental law of momentum sum rule.
Theoretical setup and data characteristics.– The global
analysis of FFs requires a parametrization form at the
initial scale Q0. We take the following form for charged
hadrons

zDh
i (z,Q0) = z↵

h
i (1 � z)�

h
i exp

 
mX

n=0

ahi,n(
p
z)n
!
, (1)

where {↵,�, an} are free parameters in the fit, and i and
h represent the flavor of the parton and the hadron, re-
spectively. The Q0 is set to be 5 GeV and a zero-mass
scheme is utilized for heavy quarks with active quark-
flavors nf = 5. One advantage of the above parametriza-
tion form is that the FFs are positively defined, elim-
inating the need for additional positivity constraints.
The light quark fragmentation is categorized into favored
and unfavored components according to the hadron con-
stituents, while isospin or flavor asymmetry is allowed.
For instance, we assume D⇡+

u and D⇡+

d̄
have the same

shape but independent normalization, similar for DK+

u

and DK+

s̄ . Furthermore, the FFs of negative-charged
hadrons are related to the positive ones via charge conju-
gation. The degree of polynomials m has been increased
till no significant improvements of fit are observed, with
the final values varying from 0 to 2 depending on the
flavors of parton and hadron. The total number of free
parameters is 63 for ⇡+, K+, and p together.

The FFs are evolved to higher scales using two-loop
time-like splitting kernels to maintain consistency with
the NLO analysis. The splitting functions were calcu-
lated in Refs. [17] and have been implemented in HOP-
PET [18], which is employed in the analysis. Theoretical
calculations of the di↵erential cross sections are carried
out at NLO in QCD with the FMNLO program [19],
and are accelerated with the interpolation grid and fast
convolution algorithms. This allows for an e�cient scan
over the parameter space of large dimension for hundreds

of thousands of times. For calculations involving initial
hadrons, CT14 NLO parton distribution functions [20]
are used with ↵S(MZ) = 0.118 [21]. The central values of
the renormalization and fragmentation scales (µR,0 and
µD,0) are set to the momentum transfer Q for both SIA
and SIDIS. In the case of pp collisions, the central val-
ues of the factorization scale (µF,0) and renormalization
scales are set to the sum of the transverse mass of all final
state particles divided by 2. For the fragmentation scale,
its central value is set to the maximum of the transverse
momentum of all final state particles for inclusive hadron
production, and to the transverse momentum of the jet
multiplied by the jet cone size for fragmentation inside
the jet [22]. Theoretical uncertainties are included in the
covariance matrix of �2 calculations, and are assumed
to be fully correlated among points in each subset of the
data. These uncertainties are estimated by the half width
of the envelope of theoretical predictions of the 9 scale
combinations of µF /µF,0 = µR/µR,0 = {1/2, 1, 2} and
µD/µD,0 = {1/2, 1, 2}. The impact of di↵erent choices
of the various nominal scales is minimal as long as we
include theoretical uncertainties.

A detailed explanation of the experimental data sets
used in the analysis is described in the following. For
pp collisions, we initially incorporate measurements on
unidentified charged hadron production from fragmen-
tation inside jets by CMS and ATLAS [23–29]. These
measurements can be categorized into three groups, in-
volving the use of an isolated photon or a Z boson recoil-
ing against the fragmented parton, or using the clustered
jet as a reference of the fragmented parton. It is assumed
that the measured cross sections of unidentified charged
hadrons are a combination of charged pion, kaon and pro-
ton, while the residual contribution from other charged
hadrons is negligible and can be safely disregarded. Sim-
ilarly, LHCb has conducted separate measurements of
⇡±, K± and p/p̄ production from fragmentation inside
jets for Z+jet process at LHC 13 TeV [2]. Addition-
ally, we include inclusive hadron production measure-
ments from ALICE [30–32] and STAR [33]. Only ratios
of production cross sections of di↵erent charged hadrons
or of di↵erent collision energies are considered to mini-
mize the impact of normalization uncertainties. In the
analysis of SIA, we incorporate a comprehensive set of
data from TASSO, TPC below the Z-pole [34, 35], as
well as from OPAL, ALEPH, DELPHI, and SLD at the
Z-pole [36–39], and from OPAL and DELPHI above the
Z-pole [40, 41]. These measurements encompass the pro-
duction of ⇡±, K± and p/p̄ separately, except for OPAL
at a collision energy of 202 GeV. For SIDIS, we utilize
data on the total rate and charge asymmetry of produc-
tion of unidentified charged hadrons from H1 and ZEUS
at high Q2 [42–44]. There are also measurements on
the production of identified charged hadrons from COM-
PASS at relatively low Q2 with isoscalar (06I) or proton
(16p) targets [45–47]. Only the data with the highest in-
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parton-to-⇡+ favored ↵ � a0 a1 a2 d.o.f.
u Y 5

d̄ ' u Y - - - - 1
ū = d N x 4

s = s̄ ' ū N - x 3
c = c̄ N x 4
b = b̄ N x 4
g N F 4

TABLE V: Non-zero parameters for the parton-to-⇡+ FFs. Approximate (indicated by ') or exact (indicated by =)
flavor symmetries among favored (anti)quarks (u, d̄) or unfavored light (anti)quarks (ū, d, s, s̄) are assumed. ”�”

indicates parameters fixed by the approximate flavor symmetry. As an example, D⇡+

s (z,Q0) and D⇡+

ū (z,Q0) share
the same ↵ parameter at the starting scale. “x” corresponds to vanishing parameters. The � parameter for the

gluon-to-⇡+ FF is non-zero but is fixed during the fit. The number of independent fit parameters for each
parton-to-⇡+ FF is summarized in the last column. There are 25 d.o.f. for the parton-to-⇡+ FFs in total.

parton favored ↵ � a0 a1 a2 d.o.f.
u Y x 4

s̄ ' u Y - - - x 1
ū=d= d̄=s N x 4

c = c̄ N x 4
b = b̄ N x 4
g N F x 3

TABLE VI: Similar to Tab. V, but for the parton-to-K+ FFs. There are 20 d.o.f. in total.

The parameterization form of fragmentation functions to charged hadrons used at the initial scale Q0 is

zDh
i (z,Q0) = z↵

h
i (1� z)�

h
i exp

 
mX

n=0

ahi,n(
p
z)n
!
, (5)

where {↵,�, an} are free parameters in the fit, i and h represent the flavor of parton and hadron respectively. We choose
Q0 = 5 GeV and use a zero-mass scheme for heavy quarks with nf = 5. One advantage of the above parametrization
form is that the fragmentation functions are positively defined. Thus no additional positivity constraints need to be
applied. We separate the light quark fragmentation into favored and unfavored components according to the hadron
constituents but allow for isospin or flavor symmetry. For example, we assume D⇡+

u and D⇡+

d̄
have the same shape

but independent normalization, similar for D⇡+

ū and D⇡+

s , DK+

u and DK+

s̄ . Furthermore, fragmentation functions
of negative-charged hadrons are related via charge conjugation. We increase the degree of polynomials m till no
significant improvements of fit is observed, and the final values vary from 1 to 3 depending on the flavors of parton
and hadron. The number of independent parameters for all the parton-to-hadron FFs are summarized in Tabs. V
VI and xxx. The total number of free parameters is 63 for ⇡+, K+, and p together. The fragmentation functions
are evolved to higher scales using two-loop time-like splitting kernels to be consistent with the NLO analysis. The
splitting functions were calculated in Refs. [33] and are implemented in HOPPET [34, 35] which we use in the analysis.

IV. THE NPC23 OUTPUT: FFS, MOMENTS

A. Detailed summary of NPC23 FFs as function of z anf Q

JG: A figure for FFs at 100 GeV. Another two figures for FFs to h+ and only for constituent quarks (g/u/dx, and
d/c/b for pi+, g/u/sx, and d/c/b for K+, u/d/g, and ū/c/b for p) at 5 and 100 GeV.

We compare our NLO fragmentation functions with NNFF and DSS for u, d, s-quark and gluon in Fig. ?? for
Q = 5 GeV. For simplicity, we only show fragmentation functions summed over hadrons of positive and negative
charges. The DSS fits have a limit of 0.05 in the momentum fraction, with ⇡±, K± and p/p̄ results from DSS21 [36],
DSS17 [37] and DSS07 [38], respectively.

The NNFF sets used are NNFF1.0 from [39] for pion, kaon and proton. The estimated uncertainties of FFs are
also shown for NNFFs and for our fit. We find good agreement between ours and DSS for FFs of u and d quarks
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parton-to-p favored ↵ � a0 a1 a2 d.o.f.
u = 2d Y x 4

ū = d̄ = s = s̄ N x x 3
c = c̄ N x 4
b = b̄ N x 4
g N F x 3

TABLE VII: Similar to Tab. V, but for the parton-to-p FFs, from which the parton-to-p̄ FFs can be determined by
charge symmetry.

FIG. 3: Same as 1 but at 100 GeV

to ⇡±, and of s quark to K±. However, large discrepancies are found for FFs to protons and for FFs of gluon to
all three charged hadrons. The NNFFs show larger uncertainties in general and can even become negative in some
kinematic regions. Our results show an uncertainty of 1%, 1% and 2% at z = 0.1 for FFs of gluon to ⇡±, K± and
p/p̄, respectively, which are greatly improved compared with NNFFs. The high precision of gluon FFs is mostly due
to the data of jet fragmentation at the LHC, as well as the data of inclusive hadron production at pp collisions. Note
that all above analyses including ours utilize a zero-mass scheme for heavy quarks, namely parametrizing FFs from
heavy quarks at their mass thresholds. We thus show comparisons for FFs from heavy quarks in the supplementary
materials.

[JG+, 2401.02781 and work in preparation]
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✦ For the first time the jet fragmentation data from LHC have been incorporated into the global analysis of 
FFs to light charged hadrons, including from processes of incl. jet, dijet, Z or photon tagged jet 
productions, due to the development of FMNLO 

3

FIG. 1: Coverage on the momentum fraction z for all subsets
of the ATLAS jet fragmentation measurements [11–13] after
the kinematic selections. The lower end of the bar indicates
the lower limit of z of the subset and the width of each colored
region represent relative portion of jet flavors, including jets
from u, d-quark, gluon and other partons, shown in linear
scale.

(HX: add representative figures to show the comparison
between fit and data?)

It is worth checking the agreement for each of the 138
subsets in the best-fit. To do this we use an e↵ective
Gaussian variable SE(�2, N) to account for variations of
the number of data points,

SE =
(18N)3/2

18N + 1

⇢
6

6� ln(�2/N)
� 9N

9N � 1

�
, (2)

which follows a normal distribution if Npt is not too
small [33]. We show the histogram of SE from our best-
fit in Fig. 2. For comparison the two curves represent
predictions of a normal distribution and a Gaussian dis-
tribution with a mean of -0.34 and a standard deviation of
1.43. The latter two values are determined by a fit to the
histogram. Most of the subsets (132 out of 138) have SE

values smaller than 2 indicating again good agreement.
Deviation of the histogram with respect to the normal
distribution indicates possible underestimation of uncer-
tainties by a factor of 1.43 in average. That motivates
a choice of tolerance of ��2 = 1.432 ⇡ 2 in our deter-
mination of uncertainties of the fragmentation functions
with the Hessian method [33]. At the end we arrive at
a best-fit of the ⇡+, K+ and p FFs together with 114
Hessian error FFs, two for each of the eigenvector direc-
tion. Uncertainties of any observables can be calculated

Experiments Npt �2 �2/Npt

ATLAS jets † 446 350.19 0.785
ATLAS Z/�+jet † 15 30.97 2.064
CMS Z/�+jet † 15 16.78 1.118
LHCb Z+jet 20 31.77 1.588

ALICE inc. hadron 147 145.54 0.99
STAR inc. hadron 60 39.22 0.653

pp sum 703 614.49 0.874
TAS 8 6.74 0.842
TPC 12 11.89 0.991
OPAL 20 17.55 0.877

OPAL (202 GeV) † 17 21.73 1.278
ALEPH 42 27.79 0.661
DELPHI 78 40.31 0.516

DELPHI (189 GeV) 9 15.34 1.705
SLD 198 210.04 1.06

SIA sum 384 351.42 0.915
H1 † 16 13.21 0.826

H1 (asy.) † 14 11.66 0.832
ZEUS † 32 67.86 2.12

COMPASS 06 124 108.01 0.871
COMPASS 16 97 58.04 0.598
SIDIS sum 251 190.94 0.76
Global total 1370 1224.73 0.893

TABLE I: The number of data points, �2, and �2/Npt for
the global data sets, groups of data from pp collision, from
SIA, and from SIDIS. The values are also shown for individual
experiments. Data sets for production of unidentified charged
hadrons are marked with a dagger.

using predictions from the 115 FFs and the asymmetric
Hession formula [34].

RESULTING FFS

We compare our NLO fragmentation functions with
NNFF and DSS for u, d, s-quark and gluon in Fig. 3 for
Q = 5 GeV. (HX: it might be also interesting to compare
the heavy flavors, in our case we have ”intrinsic” heavy
flavor contributions, in DSS the heavy flavors are purly
from evolution due to lower Q0 in their fit.) For sim-
plicity, we only show fragmentation functions summed
over hadrons of positive and minus charges. The DSS
fits have a lower limit of 0.05 (HX: our cut is 0.01) in the
momentum fraction, with ⇡± results from DSS21 [35],
and K± and p/p̄ results from DSS07 [36]. The NNFF
sets used are NNFF10 PIsum nlo, NNFF10 KAsum nlo,
NNFF10 PRsum nlo [37] for pion, kaon and proton re-
spectively. The estimated uncertainties of FFs are also
shown for NNFFs and for our fit. We find good agree-
ment between ours and DSS for FFs of u and d quarks
to ⇡±, and of s quark to K±. However, large discrepan-
cies are found for FFs to protons and for FFs of gluon
to all three charged hadrons. The NNFFs show larger
uncertainties in general and can even become negative in
some kinematic regions. Our results show an uncertainty
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exp.
p
sNN (TeV) # events (million) pT,h hadrons observable Npt

ALICE[1] 13 40-60(pp) [2, 20] GeV ⇡,K, p, K0
S K/⇡, p/⇡,K0

S/⇡ 49
ALICE[1] 7 150(pp) [3, 20] GeV ⇡,K, p 13TeV/7TeV for ⇡,K, p 37
ALICE[2] 5.02 120(pp) [2, 20] GeV ⇡,K, p K/⇡, p/⇡ 34
ALICE[3] 2.76 40(pp), 15(Pb-Pb) [2, 20] GeV ⇡,K, p K/⇡, p/⇡ 27
STAR[4] 0.2 14(pp) [3, 15] GeV ⇡,K, p,K0

S K/⇡, p/⇡+, p̄/⇡�, K0
S/⇡, ⇡

�/⇡+, K�/K+ 60

TABLE I: Selected inclusive hadron prodcution data sets on hadron (ion) colliders used in the fit, together with the
c.m. energy, number of events, kinematic cuts, the identified hadrons, the observable used in the fit, and the number

of data points after data selection. The luminosity of ALICE13 depends on particle species. ⇡,K, p denote
⇡±,K±, p+ p̄, respectively. The ALICE and STAR experiments have also measured other hadrons that are not

shown here, such as ⇢0. For ALICE 2.76TeV and 5TeV, we only use pT,h > 2 GeV data. The STAR Au-Au data and
ALICE 5.02 TeV Pb-Pb data are not used and are thus not shown here. XM: some exp. do not publish their

luminosity, so only number of events are shown here, The STAR p̄/p data set is not used in the fit.

exp.
p
s(TeV) luminosity hadrons final states Rj cuts for jets/hadron observable Npt

ATLAS[5] 5.02 25 pb�1 h± � + j 0.4 ��j,� > 7⇡
8

1
Njet

dNch
dpT,h

6

CMS[6] 5.02 27.4 pb�1 h± � + j 0.3 ��j,� > 7⇡
8 ,�Rh,j < Rj

1
Njet

dNch
d⇠ 4

ATLAS[7] 5.02 260 pb�1 h± Z + h no jet ��h,Z > 3
4⇡

1
nZ

dNch
dpT,h

9

CMS[8] 5.02 320 pb�1 h± Z + h no jet ��h,Z > 7
8⇡

1
nZ

dNch
dpT,h

11

LHCb[9] 13 1.64 fb�1 ⇡,K, p Z + j 0.5 ��j,� > 7⇡
8 ,�Rh,j < Rj

1
nZ

dNch
d⇣ 20

ATLAS[10] 5.02 25 pb�1 h± inc. jet 0.4 - 1
Njet

dNch
d⇣ 63

ATLAS[11] 7 36 pb�1 h± inc. jet 0.6 �Rh,j < Rj
1

Njet

dNch
d⇣ 103

ATLAS[12] 13 33 fb�1 h± dijet 0.4 pleadT /psubleadT < 1.5 1
Njet

dNch
d⇣ 280

TABLE II: Selected hadron-in-jet data sets used in the fit, together with the c.m. energy, luminosity, kinematic
cuts, identified hadrons, final states, anti-kT jet radius Rj , cuts on jets or/and hadrons, the observable, and the
number of data points after data selection. For ATLAS and CMS Z + h data sets, the charged hadrons are

back-to-back with the Z boson and reside primarily in the leading jet azimuthally opposite to the Z boson [7],
though no jets are explicitly reconstructed. For CMS � + j, ⇠ ⌘ ln[�~p2T,�/� ~pT,� · ~pT,h]. The definition of collinear

momentum fraction ⇣ di↵ers slightly from one measurements to another. See the text for details.

3. SIA

JG: A table for relevant SIA data. A figure for kinematics of SIA.

For SIA, we include a large collection of data from TAS, TPC below Z-pole [20, 21], OPAL, ALEPH, DELPHI,
and SLD at Z-pole [19, 22–24], and OPAL and DELPHI above Z-pole [25, 26]. They measured production of ⇡±,
K± and p/p̄ separately except for OPAL at a collision energy of 202 GeV.

III. THEORETICAL INPUTS TO NPC23

A. Goodness of fit function and the covariance matrix

The agreement between the data points Dk and the corresponding theoretical predictions Tk is quantified by the
log-likelihood function [27]

�2({a}, {�}) =
NptX

k=1

1

s2k

 
Dk � Tk �

N�X

↵=1

�k,↵�↵

!2

+
N�X

↵=1

�2
↵ (1)

where a are FF parameters, sk represents the total uncorrelated systematic and statistical errors, � describes sources
of correlated errors, with the �i,↵ quantifying the sensitivity of the i-th measurement to the ↵-th correlated error
source.

kinematic/flavor coverage (LO) for 
ATLAS jet fragmentation

Selection of data

LHC measurements for hadron inside jet 
measurements (jet fragmentation) 

❖ LHC measurements on hadron inside jet provide essential inputs 
for u/d/g flavor separation with wide kinematic coverages, both in 
energy scale Q and in momentum fraction z 

❖ In dijets or inclusive jets production, low pT and central (high pT 

and forward) jets are mostly initiated by g(u-quark);  Z or photon 
tagged jets are more likely from u/d quarks



Selection of data
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✦ Other data include ratios of inclusive production rates of different hadrons measured in pp collisions, 
single incl. hadron production from SIA (w/wo heavy-flavor tagging) mostly at Z-pole, and incl. hadron 
production in SIDIS from HERA and COMPASS, for identified or unidentified charged hadrons
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S K/⇡, p/⇡,K0
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ALICE[1] 7 150(pp) [3, 20] GeV ⇡,K, p 13TeV/7TeV for ⇡,K, p 37
ALICE[2] 5.02 120(pp) [2, 20] GeV ⇡,K, p K/⇡, p/⇡ 34
ALICE[3] 2.76 40(pp), 15(Pb-Pb) [2, 20] GeV ⇡,K, p K/⇡, p/⇡ 27
STAR[4] 0.2 14(pp) [3, 15] GeV ⇡,K, p,K0

S K/⇡, p/⇡+, p̄/⇡�, K0
S/⇡, ⇡

�/⇡+, K�/K+ 60

TABLE I: Selected inclusive hadron prodcution data sets on hadron (ion) colliders used in the fit, together with the
c.m. energy, number of events, kinematic cuts, the identified hadrons, the observable used in the fit, and the number

of data points after data selection. The luminosity of ALICE13 depends on particle species. ⇡,K, p denote
⇡±,K±, p+ p̄, respectively. The ALICE and STAR experiments have also measured other hadrons that are not

shown here, such as ⇢0. For ALICE 2.76TeV and 5TeV, we only use pT,h > 2 GeV data. The STAR Au-Au data and
ALICE 5.02 TeV Pb-Pb data are not used and are thus not shown here. XM: some exp. do not publish their

luminosity, so only number of events are shown here, The STAR p̄/p data set is not used in the fit.
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1
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1
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d⇣ 63
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TABLE II: Selected hadron-in-jet data sets used in the fit, together with the c.m. energy, luminosity, kinematic
cuts, identified hadrons, final states, anti-kT jet radius Rj , cuts on jets or/and hadrons, the observable, and the
number of data points after data selection. For ATLAS and CMS Z + h data sets, the charged hadrons are

back-to-back with the Z boson and reside primarily in the leading jet azimuthally opposite to the Z boson [7],
though no jets are explicitly reconstructed. For CMS � + j, ⇠ ⌘ ln[�~p2T,�/� ~pT,� · ~pT,h]. The definition of collinear

momentum fraction ⇣ di↵ers slightly from one measurements to another. See the text for details.

3. SIA

JG: A table for relevant SIA data. A figure for kinematics of SIA.

For SIA, we include a large collection of data from TAS, TPC below Z-pole [20, 21], OPAL, ALEPH, DELPHI,
and SLD at Z-pole [19, 22–24], and OPAL and DELPHI above Z-pole [25, 26]. They measured production of ⇡±,
K± and p/p̄ separately except for OPAL at a collision energy of 202 GeV.

III. THEORETICAL INPUTS TO NPC23

A. Goodness of fit function and the covariance matrix

The agreement between the data points Dk and the corresponding theoretical predictions Tk is quantified by the
log-likelihood function [27]

�2({a}, {�}) =
NptX

k=1

1

s2k

 
Dk � Tk �

N�X

↵=1

�k,↵�↵

!2

+
N�X

↵=1

�2
↵ (1)

where a are FF parameters, sk represents the total uncorrelated systematic and statistical errors, � describes sources
of correlated errors, with the �i,↵ quantifying the sensitivity of the i-th measurement to the ↵-th correlated error
source.

incl. hadron production at RHIC and LHC (pp)
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exp.
p
s(GeV) luminosity kinematic cuts hadrons obs Npt

H1[13] 318 44 pb�1 Q2 2[175,20000] GeV2 h± D ⌘ 1
N

dn
h±

dxp
16

H1[14] 318 44 pb�1 Q2 2[175,8000] GeV2 h± A ⌘ D+�D�

D++D� 14

ZEUS[15] 300,318 440 pb�1 Q2 2[160,40960] GeV2 h± D 32

COMPASS[16, 17] 17.3 540 pb�1 x 2 [0.14, 0.4], y 2 [0.3, 0, 5] ⇡,K, h dMh

dz 124

COMPASS[18] 17.3 - x 2 [0.14, 0.4], y 2 [0.3, 0, 5] ⇡,K, p dMh

dz 97

TABLE III: Selected SIDIS data sets used in the fit, together with the c.m. energy, luminosity, kinematic cuts, the
identified hadrons, the observable, and the number of data points after data selection. For H1 and ZEUS, the scaled
momentum variable xp is defined as 2ph/Q where ph is the momentum of the identified charged track in the current

region of the Breit frame. For H1, D = D+ +D�. Note that the luminosity of H1 (2000 only) and ZEUS
(1996-2007) di↵er by one order-of-magnitude. For ZEUS, both 820 and 920GeV data are used. For COMPASS

experiment, dMh/dz is the di↵erential multiplicity, where z = (P · ph)/(P · q�). For COMPASS16 (proton target)
(considering the small

p
s and Eh), we include data on the cross section ratio of p/p̄ instead of the absolute cross

sections considering the possible hadron mass corrections.

exp.
p
s lum.(nZ) final states hadrons Npt

OPAL[19] mZ 780 000 Z ! qq̄ ⇡±,K± 20
ALEPH mZ 520 000 Z ! qq̄ ⇡±,K±, p(p̄) 42
DELPHI mZ 1 400 000 Z ! qq̄ ⇡±,K±, p(p̄) 39
- - - Z ! bb̄ ⇡±,K±, p(p̄) 39
SLD mZ 400 000 Z ! qq̄ ⇡±,K±, p(p̄) 66
- - - Z ! bb̄ ⇡±,K±, p(p̄) 66
- - - Z ! cc̄ ⇡±,K±, p(p̄) 66
TASSO 34GeV 77 pb�1 inc. had. ⇡±,K±, p(p̄) 3
TASSO 44GeV 34 pb�1 inc. had. ⇡±,⇡0 5
TPC 29GeV 70 pb�1 inc. had. ⇡±,K± 12
OPAL 201.7GeV 433 pb�1 inc. had. h± 17
DELPHI 189GeV 157.7 pb�1 inc. had. ⇡±,K±, p(p̄) 9

TABLE IV: Selected SIA data sets used in the fit, together with the c.m. energy, luminosity, partonic final states,
the identified hadrons, and the number of data points after data selection. For e+e� collision at the Z0 mass pole,
we show the number of hadronic Z0 events instead of the luminosity. For DELPHI189, hadronic events from W
boson decay are not included. XM: why nZ of OPAL and that of ALEPH di↵er by 50%? Some data sets are not
used in the fit and are thus not included here: (1) proton data from OPAL-at-mZ (2) proton data from TPC (3)

charge asymmetry measurement from the SLD experiment.

Minimizing the log-likelihood function �2({a}, {�}) with respect to the nuisance parameters leads to the profile �2

function,

�2({a}) ⌘ �2({a}, {� = �̂}) =
NptX

i,j=1

(Ti �Di)(cov
�1)ij(Tj �Dj) (2)

where �̂ are the best-fit nuisance parameters, cov�1 is the inverse of the covariance matrix,
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The experimental systematic errors are usually expressed as relative errors �i,↵ with respect to the data. Then for
correlated systematic errors they are calculated as �i,↵Ti (known as the ‘t’ definition [28]) instead of �i,↵Di to avoid
the D’Agostini bias [29].

incl. hadron production at HERA and COMPASS (SIDIS)
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exp.
p
s(GeV) luminosity kinematic cuts hadrons obs Npt

H1[13] 318 44 pb�1 Q2 2[175,20000] GeV2 h± D ⌘ 1
N

dn
h±

dxp
16

H1[14] 318 44 pb�1 Q2 2[175,8000] GeV2 h± A ⌘ D+�D�

D++D� 14

ZEUS[15] 300,318 440 pb�1 Q2 2[160,40960] GeV2 h± D 32

COMPASS[16, 17] 17.3 540 pb�1 x 2 [0.14, 0.4], y 2 [0.3, 0, 5] ⇡,K, h dMh

dz 124

COMPASS[18] 17.3 - x 2 [0.14, 0.4], y 2 [0.3, 0, 5] ⇡,K, p dMh

dz 97

TABLE III: Selected SIDIS data sets used in the fit, together with the c.m. energy, luminosity, kinematic cuts, the
identified hadrons, the observable, and the number of data points after data selection. For H1 and ZEUS, the scaled
momentum variable xp is defined as 2ph/Q where ph is the momentum of the identified charged track in the current

region of the Breit frame. For H1, D = D+ +D�. Note that the luminosity of H1 (2000 only) and ZEUS
(1996-2007) di↵er by one order-of-magnitude. For ZEUS, both 820 and 920GeV data are used. For COMPASS

experiment, dMh/dz is the di↵erential multiplicity, where z = (P · ph)/(P · q�). For COMPASS16 (proton target)
(considering the small

p
s and Eh), we include data on the cross section ratio of p/p̄ instead of the absolute cross

sections considering the possible hadron mass corrections.

exp.
p
s lum.(nZ) final states hadrons Npt

OPAL[19] mZ 780 000 Z ! qq̄ ⇡±,K± 20
ALEPH mZ 520 000 Z ! qq̄ ⇡±,K±, p(p̄) 42
DELPHI mZ 1 400 000 Z ! qq̄ ⇡±,K±, p(p̄) 39
- - - Z ! bb̄ ⇡±,K±, p(p̄) 39
SLD mZ 400 000 Z ! qq̄ ⇡±,K±, p(p̄) 66
- - - Z ! bb̄ ⇡±,K±, p(p̄) 66
- - - Z ! cc̄ ⇡±,K±, p(p̄) 66
TASSO 34GeV 77 pb�1 inc. had. ⇡±,K±, p(p̄) 3
TASSO 44GeV 34 pb�1 inc. had. ⇡±,⇡0 5
TPC 29GeV 70 pb�1 inc. had. ⇡±,K± 12
OPAL 201.7GeV 433 pb�1 inc. had. h± 17
DELPHI 189GeV 157.7 pb�1 inc. had. ⇡±,K±, p(p̄) 9

TABLE IV: Selected SIA data sets used in the fit, together with the c.m. energy, luminosity, partonic final states,
the identified hadrons, and the number of data points after data selection. For e+e� collision at the Z0 mass pole,
we show the number of hadronic Z0 events instead of the luminosity. For DELPHI189, hadronic events from W
boson decay are not included. XM: why nZ of OPAL and that of ALEPH di↵er by 50%? Some data sets are not
used in the fit and are thus not included here: (1) proton data from OPAL-at-mZ (2) proton data from TPC (3)

charge asymmetry measurement from the SLD experiment.

Minimizing the log-likelihood function �2({a}, {�}) with respect to the nuisance parameters leads to the profile �2

function,

�2({a}) ⌘ �2({a}, {� = �̂}) =
NptX

i,j=1

(Ti �Di)(cov
�1)ij(Tj �Dj) (2)

where �̂ are the best-fit nuisance parameters, cov�1 is the inverse of the covariance matrix,
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The experimental systematic errors are usually expressed as relative errors �i,↵ with respect to the data. Then for
correlated systematic errors they are calculated as �i,↵Ti (known as the ‘t’ definition [28]) instead of �i,↵Di to avoid
the D’Agostini bias [29].

incl. hadron production at Z-pole (SIA)



Quality of the fit
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✦ A best-fit with good agreements to the global data sets (1370 points in total) are found, χ2/Ν well below 1; 
individual agreements to the 138 sub-datasets are also tested, motivating usage of a tolerance Δχ2~2 in 
determination of Hessian uncertainties

overall agreement: χ2 breakdown to 
sub-groups for the best-fit

14

FIG. 9: Histogram of the e↵ective Gaussian variable SE for a total of 138 subsets of data and subsets of
SIA/pp/SIDIS experiments. The blue and red curves represents a normal distribution and a Gaussian distributions

with mean and standard deviation calculated from the ensemble of SE .

at low transverse momentums. Fig. ?? shows comparison on production cross sections as functions of momentum
fraction z, for identified charged hadron measurements from SIA by DELPHI and ALEPH at Z-pole [22, 23]. Fig. ??
shows comparison on production cross sections as functions of momentum fraction z, for identified charged hadron
measurements from SIDIS by COMPASS with isoscalar (2006) [16, 17] and proton (2016) [18] targets.

1. pp

JG: Figures for all pp data.

2. SIDIS

JG: Figures for all SIDIS data.

3. SIA

JG: Figures for all SIA data.
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elasticity and the two subsets with largest Bjorken-x are
included.

Strict selection criteria are applied to the kinematics
of data points. Specifically, we exclusively select data
points corresponding to momentum fractions z > 0.01 at
LO except for single inclusive hadron production in pp
collisions. Additionally, it is required that pT,h(Eh) >
4 GeV for data from pp collisions (SIA and SIDIS), with
the hadron energy being measured in the Breit frame for
SIDIS. Also note that for COMPASS data we did not
apply the Eh cut since the Q value can be as low as
3.7 GeV.

All the aforementioned data can be categorized into
subsets based on the range of jet pT for jet fragmen-
tation, Q2 for SIDIS, and collision energy for inclusive
hadron production at pp collisions and SIA. In total,
there are 138 subsets. As an illustrative example, we
present the z coverage for all subsets of the ATLAS jet
fragmentation measurements after the kinematic selec-
tions in Fig. 1. They include di↵erent pT bins from the
inclusive jet production at 7 and 5.02 TeV, as well as
from both the central and forward jet in dijet production
at 13 TeV. For each pT bin, the left end of the bar indi-
cates the lower limit of z of the subset, and the width of
each colored region represents the relative proportion of
jet flavors, namely u, d-quark, gluon and other partons,
shown in linear scale. It is clearly shown that the gluon
fragmentation is dominant for jet production at low-pT ,
e.g., 200 GeV, and at small rapidity. This highlights the
strong constraints from jet productions on the gluon FFs.
The fit.– The log-likelihood functions �2 are calculated
for each subset using predictions from the prescribed the-
ory and the covariance matrices constructed from both
experimental and theoretical uncertainties. A best fit for
the parameters of the FFs is determined by minimizing
the total �2 using the MINUIT program [48]. In Table. I,
we provide a summary of various results demonstrating
the quality of the best fit. The global �2 is 1231.5 units
for a total of 1370 data points, indicating overall good
agreement between theory and data. The �2/Npt val-
ues are all below 1 for groups of data of pp collision,
SIA and SIDIS. For individual experiments, only the AT-
LAS Z/�+ jet and the ZEUS unidentified charged hadron
production measurements show slightly worse agreement
with �2/Npt > 2.

It is important to assess the agreement for each of the
138 subsets in the best fit. To account for variations in
the number of data points, we utilize an e↵ective Gaus-
sian variable SE(�2, Npt), given by the equation:

SE =
(18Npt)3/2

18Npt + 1

⇢
6

6 � ln(�2/Npt)
� 9Npt

9Npt � 1

�
, (2)

which follows a normal distribution if Npt is not too
small [49]. The histogram of SE from our best fit closely
resembles a Gaussian distribution, with a mean of -0.33

FIG. 1: Coverage on the momentum fraction z for all subsets
of the ATLAS jet fragmentation measurements [27–29] after
the kinematic selections. The left end of the bar indicates the
lower limit of z of the subset and the width of each colored
region represents the relative portion of jet flavors, including
jets from u, d-quarks, gluon, and other partons, shown in
linear scale.

Experiments Npt �2 �2/Npt

ATLAS jets † 446 350.8 0.79
ATLAS Z/�+jet † 15 31.8 2.12
CMS Z/�+jet † 15 17.3 1.15
LHCb Z+jet 20 30.6 1.53

ALICE inc. hadron 147 150.6 1.02
STAR inc. hadron 60 42.2 0.70

pp sum 703 623.3 0.89
TASSO 8 7.0 0.88
TPC 12 11.6 0.97
OPAL 20 16.3 0.81

OPAL (202 GeV) † 17 24.2 1.42
ALEPH 42 31.4 0.75
DELPHI 78 36.4 0.47

DELPHI (189 GeV) 9 15.3 1.70
SLD 198 211.6 1.07

SIA sum 384 353.8 0.92
H1 † 16 12.5 0.78

H1 (asy.) † 14 12.2 0.87
ZEUS † 32 65.5 2.05

COMPASS (06I) 124 107.3 0.87
COMPASS (16p) 97 56.8 0.59

SIDIS sum 283 254.4 0.90
Global total 1370 1231.5 0.90

TABLE I: The number of data points, �2, and �2/Npt for
the global data sets, groups of data from pp collision, from
SIA, and from SIDIS. The values are also shown for individual
experiments. Data sets for production of unidentified charged
hadrons are marked with a dagger.

individual agreement: distributions 
of the effective Gaussian variable
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elasticity and the two subsets with largest Bjorken-x are
included.

Strict selection criteria are applied to the kinematics
of data points. Specifically, we exclusively select data
points corresponding to momentum fractions z > 0.01 at
LO except for single inclusive hadron production in pp
collisions. Additionally, it is required that pT,h(Eh) >
4 GeV for data from pp collisions (SIA and SIDIS), with
the hadron energy being measured in the Breit frame for
SIDIS. Also note that for COMPASS data we did not
apply the Eh cut since the Q value can be as low as
3.7 GeV.

All the aforementioned data can be categorized into
subsets based on the range of jet pT for jet fragmen-
tation, Q2 for SIDIS, and collision energy for inclusive
hadron production at pp collisions and SIA. In total,
there are 138 subsets. As an illustrative example, we
present the z coverage for all subsets of the ATLAS jet
fragmentation measurements after the kinematic selec-
tions in Fig. 1. They include di↵erent pT bins from the
inclusive jet production at 7 and 5.02 TeV, as well as
from both the central and forward jet in dijet production
at 13 TeV. For each pT bin, the left end of the bar indi-
cates the lower limit of z of the subset, and the width of
each colored region represents the relative proportion of
jet flavors, namely u, d-quark, gluon and other partons,
shown in linear scale. It is clearly shown that the gluon
fragmentation is dominant for jet production at low-pT ,
e.g., 200 GeV, and at small rapidity. This highlights the
strong constraints from jet productions on the gluon FFs.
The fit.– The log-likelihood functions �2 are calculated
for each subset using predictions from the prescribed the-
ory and the covariance matrices constructed from both
experimental and theoretical uncertainties. A best fit for
the parameters of the FFs is determined by minimizing
the total �2 using the MINUIT program [48]. In Table. I,
we provide a summary of various results demonstrating
the quality of the best fit. The global �2 is 1231.5 units
for a total of 1370 data points, indicating overall good
agreement between theory and data. The �2/Npt val-
ues are all below 1 for groups of data of pp collision,
SIA and SIDIS. For individual experiments, only the AT-
LAS Z/�+ jet and the ZEUS unidentified charged hadron
production measurements show slightly worse agreement
with �2/Npt > 2.

It is important to assess the agreement for each of the
138 subsets in the best fit. To account for variations in
the number of data points, we utilize an e↵ective Gaus-
sian variable SE(�2, Npt), given by the equation:

SE =
(18Npt)3/2

18Npt + 1

⇢
6

6 � ln(�2/Npt)
� 9Npt

9Npt � 1

�
, (2)

which follows a normal distribution if Npt is not too
small [49]. The histogram of SE from our best fit closely
resembles a Gaussian distribution, with a mean of -0.33

FIG. 1: Coverage on the momentum fraction z for all subsets
of the ATLAS jet fragmentation measurements [27–29] after
the kinematic selections. The left end of the bar indicates the
lower limit of z of the subset and the width of each colored
region represents the relative portion of jet flavors, including
jets from u, d-quarks, gluon, and other partons, shown in
linear scale.

Experiments Npt �2 �2/Npt

ATLAS jets † 446 350.8 0.79
ATLAS Z/�+jet † 15 31.8 2.12
CMS Z/�+jet † 15 17.3 1.15
LHCb Z+jet 20 30.6 1.53

ALICE inc. hadron 147 150.6 1.02
STAR inc. hadron 60 42.2 0.70

pp sum 703 623.3 0.89
TASSO 8 7.0 0.88
TPC 12 11.6 0.97
OPAL 20 16.3 0.81

OPAL (202 GeV) † 17 24.2 1.42
ALEPH 42 31.4 0.75
DELPHI 78 36.4 0.47

DELPHI (189 GeV) 9 15.3 1.70
SLD 198 211.6 1.07

SIA sum 384 353.8 0.92
H1 † 16 12.5 0.78

H1 (asy.) † 14 12.2 0.87
ZEUS † 32 65.5 2.05

COMPASS (06I) 124 107.3 0.87
COMPASS (16p) 97 56.8 0.59

SIDIS sum 283 254.4 0.90
Global total 1370 1231.5 0.90

TABLE I: The number of data points, �2, and �2/Npt for
the global data sets, groups of data from pp collision, from
SIA, and from SIDIS. The values are also shown for individual
experiments. Data sets for production of unidentified charged
hadrons are marked with a dagger.
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✦ We arrive at a best-fit of the charged pion, kaon and proton FFs together with 126 Hessian error FFs, two 
for each of the eigenvector direction; FFs are generally well constrained in the region with z~0.1-07

FFs to light charged hadrons 

❖ our results show an uncertainty of 3%, 4% and 
8% for FFs of gluon to pion at z=0.05, 0.1 and 
0.3, respectively 

❖ similarly an uncertainty of 4%, 4% and 7% for 
FFs of u-quark to pion, kaon and proton at z=0.3, 
respectively 

❖  FFs of heavy-quarks are well constrained for z 
between 0.1~0.5 due to the tagged SIA events at 
Z-pole measurements 

❖ a preference for larger FFs of s quark to pion 
possibly due to decays of short-lived strange 
hadrons 

❖ high precision of gluon FFs is mostly due to the 
data of jet fragmentation from the LHC 

FFs (positive charge) vs. momentum fraction

10

FIG. 4: Same as 1 but for ⇡+,K+, p at 5 GeV

GeV in Table. VII, namely hzi =
R 1
0.01 zD(z)dz. We have checked contributions from regions of z < 0.01 are

negligible. The central values and uncertainties at 68% C.L. are calculated from our best-fit and Hessian error
FFs at Q = 5 GeV. The three charged hadrons carry 53⇠50% of the momentum of u, d quark and gluon. That
indicates a total momentum fraction of about 75% when adding contributions from ⇡0 and K0

S with assumptions

of D⇡0(K0
S) = (D⇡+(K+) + D⇡�(K�))/2. Our analysis shows a preference of larger fragmentation functions of s

quark to ⇡±, each carrying about 22% of the total momentum of s quark, mostly due to the pull from SIA data.
That results in a total momentum of 73% of the s quark to charged hadrons with uncertainties of about ± 4%.
Thus the total momentum sum rule of s-quark fragmentation is slightly violated at about 1.5 � level when adding
contributions from neutral hadrons. We summarize similar results for momentum distribution of various partons at
di↵erent fragmentation scales in the supplementary materials.

V. QUALITY OF THE FIT TO DATA

A. Overall agreement

JG: A table showing overall �2 and 3 tables showing �2 breakdown for all three categories. A figure showing all
SE histogram and 3 figures for three categories.
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✦ Our new extractions on FFs are compared to previous determinations from other groups (DSS and NNFF) 
for the charge-summed pion, kaon and proton; large discrepancies are found and will need further 
clarifications 

FFs to light charged hadrons 

❖ We find general agreement between ours and 
DSS for FFs of u and d quarks to pion, and of s 
quark to kaon 

❖ however, large discrepancies are found for FFs to 
protons and for FFs of gluon to all three charged 
hadrons 

❖  NNFFs show larger uncertainties in general and 
can even become negative in some kinematic 
regions 

❖ future works involving coordinations from 
different groups will be needed for clarifications 
on discrepancies 

FFs (charge-summed) vs. momentum fraction

4

and a standard deviation of 1.43. The majority of the
subsets (132 out of 138) have SE values smaller than
2, indicating good agreement. The deviation of the his-
togram from the standard normal distribution suggests a
potential underestimation of experimental or theoretical
uncertainties by an average factor of 1.43. This moti-
vates a choice of tolerance of ��2 = 1.432 ⇡ 2 in our
determination of uncertainties of the FFs using the Hes-
sian method [49]. In conclusion, we arrive at a best fit
of the ⇡+, K+ and p FFs, along with 126 Hessian er-
ror FFs, two for each of the eigenvector directions. The
uncertainties of any observables can be calculated using
predictions from the 127 FFs and the asymmetric Hes-
sian formula [50].

Resulting FFs.– Our newly obtained NLO FFs are com-
pared to those from NNFF and DSS for u, d, s-quark and
gluon at Q = 5 GeV in Fig. 2. For simplicity, we only
show the FFs with positively and negatively charged par-
ticles summed over for a specific final state hadron. The
DSS fits have a limit of 0.05 in the momentum fraction,
with ⇡±, K± and p/p̄ results from DSS21 [51], DSS17 [52]
and DSS07 [11], respectively.

The NNFF sets used are NNFF1.0 [53]. The estimated
uncertainties of FFs are also shown for NNFFs and for
our fit. Reasonable agreement can be observed between
our results and DSS for FFs of u and d quarks to ⇡±,
and of u quark to K±. However, large discrepancies are
found for FFs to protons and for FFs of gluon to all three
charged hadrons. NNFFs generally exhibit larger uncer-
tainties and can even become negative in some kinematic
regions. Note NNFFs assume exact flavor symmetry in
parametrizations of FFs of constituent quarks to ⇡+ and
K+. In contrast, our results show an uncertainty of 3%,
4% and 8% for FFs of gluon to ⇡± at z = 0.05, 0.1 and
0.3, respectively, which are significantly improved com-
pared with NNFFs. The uncertainties are about 4%, 4%
and 7% for FFs of u-quark to ⇡±, K± and p/p̄ at z = 0.3.
The high precision of gluon FFs is mostly due to the data
of jet fragmentation at the LHC, as well as the data of
inclusive hadron production in pp collisions. Note that
all aforementioned analyses, including ours, utilize a zero-
mass scheme for heavy quarks, namely parametrizing FFs
for heavy quarks at their mass thresholds.

With the significant reduction of uncertainty of FFs
from the simultaneous global analysis, one should be able
to check the fundamental sum rules of FFs, including mo-
mentum sum rule, charge sum rule, and particle number
sum rule. These sum rules arise from the number density
interpretation of FFs and have been pointed out to be
problematic by Rogers and Collins in Ref.[9]. Therefore,
it is of critical importance to check from a data-driven
analysis whether these fundamental properties of FFs are
valid. That is especially the case for the momentum sum
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FIG. 2: Comparison of our NLO fragmentation functions
to those from NNFFs and DSS at Q = 5 GeV. The DSS fits
have a limit of 0.05 in the momentum fraction, with ⇡±, K±

and p/p̄ results from DSS21, DSS17 and DSS07, respectively.
The NNFF sets used are from NNFF1.0. The estimated un-
certainties of FFs are also shown for NNFFs and for our fit.
For ⇡± and p/p̄ the left (right) panel shows results for u and
d (s and g). For K± the left (right) panel shows results for u
and s (d and g).

rule,

X

h

Z 1

0
dzzDh

i (z,Q) = 1, (3)

due to the suppression of small-z contributions. The
above momentum sum rule, summed over all hadrons,
was approved for each specific flavor of quark and
gluon and remains to be valid for standard renormal-
ization scheme like MS as we used in our analysis.
We first calculate the total momentum fraction hzihi =R 1
zmin

dzzDh
i (z,Q) of parton i carried by hadron h for

zmin < z < 1 at initial scale Q = 5 GeV, where the
choice of the lower limit zmin is 0.01 for g, u and d quarks,
and 0.088 for s, c and b quarks, based on the kinematic
coverage of relevant data. Fragmentation of the latter
three quarks are only directly constrained by SIA data
at Z-pole. The final results of hzihi for light quarks and
gluon are shown in Table. II, where the central values and
uncertainties are calculated from our best-fit and Hes-
sian error FFs. It shows that the three charged hadrons
carry approximately 53% to 50% of the momentum of
u, d quarks and gluon. Our analysis reveals a prefer-
ence for larger FFs of s quark to ⇡±, with each carrying
about 16% of the total momentum of s quark, mainly
due to the influence of SIA data. One possible reason is
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✦ FFs have the interpretation of number densities of hadrons and satisfy various fundamental sum rules as 
derived from first principle, including momentum sum rule, charge sum rule, etc.; momentum sum rules 
are tested with the extracted FFs and find consistency

Test of sum rules

5

mom. g(z > 0.01) u(z > 0.01) d(z > 0.01) s(z > 0.088)
⇡+ 0.200+0.008

�0.008 0.262+0.017
�0.016 0.128+0.020

�0.019 0.161+0.013
�0.013

K+ 0.018+0.004
�0.003 0.058+0.005

�0.004 0.019+0.004
�0.004 0.015+0.002

�0.002

p 0.035+0.006
�0.005 0.044+0.004

�0.004 0.022+0.002
�0.002 0.015+0.002

�0.002

⇡� 0.200+0.008
�0.008 0.128+0.020

�0.019 0.299+0.054
�0.049 0.161+0.013

�0.013

K� 0.018+0.004
�0.003 0.019+0.004

�0.004 0.019+0.004
�0.004 0.205+0.014

�0.013

p̄ 0.035+0.006
�0.005 0.019+0.003

�0.003 0.019+0.003
�0.003 0.015+0.002

�0.002

Sum 0.507+0.014
�0.013 0.531+0.015

�0.013 0.506+0.042
�0.037 0.572+0.029

�0.028

TABLE II: Total momentum of the partons, including g, u,
d and s quarks, carried by various charged hadrons (⇡±, K±,
p and p̄) in the fragmentations. The central values and un-
certainties are calculated from our best fit and Hessian error
FFs at Q = 5 GeV. The last row is the sum of all charged
hadrons.

because the SIA measurements on spectrum of ⇡± also
include feed-down contributions from short-lived strange
hadrons [39].

The total momentum carried by di↵erent sets of
hadrons as functions of zmin for Q=5 (left) and 100 GeV
(right) are shown in Fig. 3. The vertical dashed lines
show the corresponding lower limit of z as constrained
by experimental data for g, u, d and s quark fragmenta-
tion. One can see from the top-left figure that hzihi=g,u,d
for light charged hadrons reach to a saturation region
within the current experimental coverage in contrast to
the strange quark. That can provide us a reliable test of
momentum sum rule for g, u and d quarks if the FFs to
neutral hadrons are also determined at similar precision
with future measurements. For now, as an exploratory
study, one can calculate ratios of energies carried by all
hadrons and by light charged hadrons as functions of
zmin using PYTHIA8 [54] for qq̄ and gg production in
e+e� collisions with a center of mass energy of 200 GeV.
Therefore, we can estimate total momentum carried by
all hadrons, as shown in the lower panel of Fig. 3, by ap-
plying the scaling factors derived from PYTHIA8. The
central values are slightly lower than 1 for u, d quarks and
gluon when extrapolated into small-zmin region. That
is consistent with the momentum sum rule considering
the shown uncertainty band and additional uncertainties
from the scaling factors not counted. For strange quark
the values can be well above 1 due to both the ambiguity
in experimental measurements mentioned earlier and the
limited kinematic coverage of data. We leave detailed
investigations of this anomaly for a future publication.
Conclusions.– In summary, we present a joint determi-
nation of FFs for charged hadrons from a global analy-
sis at NLO in QCD, including estimations of uncertain-
ties. Our analysis demonstrates good agreement between
our best-fit predictions and various measurements in SIA,
SIDIS and pp collisions. Our work introduces several ad-
vances including both a consistent simultaneous fitting
framework and new theoretical inputs. Notably, we have
included measurements on jet fragmentation at the LHC
into the global analysis, resulting in strong constraints
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FIG. 3: Total momentum of the partons, including g, u, d,
and s quarks, carried by charged hadrons (⇡±, K±, p and
p̄) in the fragmentations, as functions of zmin. The central
values and uncertainties are calculated from our best fit and
Hessian error FFs at Q = 5 GeV and 100 GeV. The green
(red) vertical lines indicate the kinematic coverage of relevant
data of constraints for g, d, u (s). In the lower panel, the
results are rescaled by ratios of energies carried by all hadrons
and by charged hadrons calculated from PYTHIA8 using qq̄
and gg production in e+e� collisions with a center of mass
energy of 200 GeV.

on the gluon FFs. Comparing our results with previous
determinations, we find significant di↵erences, especially
in the fragmentation to protons. Discrepancies are also
observed for FFs of non-constituent quarks and gluon to
charged pions. Additionally, we provide results on the
total momentum of partons carried by various charged
hadrons. Our results pave the way for future precision
studies of fragmentation and QCD at the LHC and the
upcoming electron-ion colliders.
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i (z, Q)with finite cutoff:
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d and s quarks, carried by various charged hadrons (⇡±, K±,
p and p̄) in the fragmentations. The central values and un-
certainties are calculated from our best fit and Hessian error
FFs at Q = 5 GeV. The last row is the sum of all charged
hadrons.

because the SIA measurements on spectrum of ⇡± also
include feed-down contributions from short-lived strange
hadrons [39].

The total momentum carried by di↵erent sets of
hadrons as functions of zmin for Q=5 (left) and 100 GeV
(right) are shown in Fig. 3. The vertical dashed lines
show the corresponding lower limit of z as constrained
by experimental data for g, u, d and s quark fragmenta-
tion. One can see from the top-left figure that hzihi=g,u,d
for light charged hadrons reach to a saturation region
within the current experimental coverage in contrast to
the strange quark. That can provide us a reliable test of
momentum sum rule for g, u and d quarks if the FFs to
neutral hadrons are also determined at similar precision
with future measurements. For now, as an exploratory
study, one can calculate ratios of energies carried by all
hadrons and by light charged hadrons as functions of
zmin using PYTHIA8 [54] for qq̄ and gg production in
e+e� collisions with a center of mass energy of 200 GeV.
Therefore, we can estimate total momentum carried by
all hadrons, as shown in the lower panel of Fig. 3, by ap-
plying the scaling factors derived from PYTHIA8. The
central values are slightly lower than 1 for u, d quarks and
gluon when extrapolated into small-zmin region. That
is consistent with the momentum sum rule considering
the shown uncertainty band and additional uncertainties
from the scaling factors not counted. For strange quark
the values can be well above 1 due to both the ambiguity
in experimental measurements mentioned earlier and the
limited kinematic coverage of data. We leave detailed
investigations of this anomaly for a future publication.
Conclusions.– In summary, we present a joint determi-
nation of FFs for charged hadrons from a global analy-
sis at NLO in QCD, including estimations of uncertain-
ties. Our analysis demonstrates good agreement between
our best-fit predictions and various measurements in SIA,
SIDIS and pp collisions. Our work introduces several ad-
vances including both a consistent simultaneous fitting
framework and new theoretical inputs. Notably, we have
included measurements on jet fragmentation at the LHC
into the global analysis, resulting in strong constraints
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and s quarks, carried by charged hadrons (⇡±, K±, p and
p̄) in the fragmentations, as functions of zmin. The central
values and uncertainties are calculated from our best fit and
Hessian error FFs at Q = 5 GeV and 100 GeV. The green
(red) vertical lines indicate the kinematic coverage of relevant
data of constraints for g, d, u (s). In the lower panel, the
results are rescaled by ratios of energies carried by all hadrons
and by charged hadrons calculated from PYTHIA8 using qq̄
and gg production in e+e� collisions with a center of mass
energy of 200 GeV.

on the gluon FFs. Comparing our results with previous
determinations, we find significant di↵erences, especially
in the fragmentation to protons. Discrepancies are also
observed for FFs of non-constituent quarks and gluon to
charged pions. Additionally, we provide results on the
total momentum of partons carried by various charged
hadrons. Our results pave the way for future precision
studies of fragmentation and QCD at the LHC and the
upcoming electron-ion colliders.
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✦ 3. A new global analysis on FFs to light charged hadrons
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✦ Future run of Circular Electron Positron Collider (CEPC) will collect high-quality and diverse data on 
hadron production, sufficiently for precision determination of fragmentation functions alone  

Opportunities with CEPC

CEPC operation plans [a projection study on FFs from CEPC data alone is in preparation]

❖ producing qqbar samples at various energies with 
high statistics, important for u/d separation  

❖ separated into bins of different polar angles for 
additional flavor and charge separation 

❖ heavy-quark enriched samples and gluon samples 
from Higgs hadronic decays 

❖ further quark flavor and charge separation from 
W-boson production with hadronic decays
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✦ Apart from study of QCD, hadron productions are usually used as probe of quark gluon plasma (QGP), FFs 
are thus important for studying properties of QGP matter, especially jet transportation effects 

✦

Nuclear physics: hadron suppression and QGP

6

where the spatial-averaged nuclear modification factor
Sa/A(xa, µ

2) is taken from the EPPS16 [89] parametriza-
tion.

The medium-modified fragmentation functions (mFFs)
D̃h/d(zd, µ

2
,�Ed) as a result of medium-induced emis-

sions and parton energy loss inside the hot QGP medium
are given by [61, 62, 90],

D̃h/d(zd, µ
2
,�Ed) = (1� e

�hNd
g i)


zd

0

zd
Dh/d(zd

0
, µ

2)

+ hN
d
g i

zg
0

zd
Dh/g(zg

0
, µ

2)

�
+ e

�hNd
g iDh/d(zd, µ

2),(13)

where zd0 = p
h
T/(p

d
T��Ed) is the momentum fraction of

a hadron from the fragmentation of parton d with initial
transverse momentum p

d
T after losing a total amount of

energy �Ed in the medium, zd is the momentum frac-
tion of a hadron from a parton fragmentation in vac-
uum, zg 0 = hN

d
g ip

h
T/�Ed is the momentum fraction of a

hadron from the fragmentation of a radiated gluon that
carries an average energy �Ed/hN

d
g i. The number of ra-

diated gluons is assumed to follow the Poisson distribu-
tion with the average number hNd

g i. In the above equa-

tion, the first weighting factor 1�e
�hNd

g i is the probabil-
ity for a parton to radiate at least one gluon induced by

multiple scattering. The second factor e�hNd
g i is the prob-

ability of no induced gluon radiation. Considering that
the elastic energy loss of the jet is much smaller than the
inelastic energy loss [51, 91], we only take the radiative
parton energy loss into account in this work. Neverthe-
less, we should keep in mind that collisional processes
can be important at low and intermediate pT.

The radiative parton energy loss �Ed for a light quark
d with initial energy E can be calculated within the high-
twist approach [61, 62, 90],

�Ed

E
=

2CA↵s

⇡

Z 1

⌧0

d⌧

Z E2

0

dl
2
T

l2T (l2T + µD
2)

⇥

Z 1�✏

✏
dz

⇥
1 + (1� z)2

⇤

⇥q̂d(⌧,~r + (⌧ � ⌧0)~n) sin
2


l
2
T(⌧ � ⌧0)

4z(1� z)E

�
,(14)

which is integrated over the quark propagation path
starting from the initial transverse position ~r at an ini-
tial time ⌧0 = 0.6 fm/c along the direction ~n. Here
CA = 3, ↵s is the strong coupling constant, lT is the
transverse momentum of the radiated gluon, and z is
its longitudinal (along the jet direction) momentum frac-
tion. µD =

p
(1 + nf/6)gT is the plasma Debye screen-

ing mass with nf = 3 the number of active flavors.
✏ = 1

2 [1 �
p

1� (2l2T/E!)] and l
2
T 6 2E! are the con-

straints imposed on the integral limit of z and l
2
T, where

E is the energy of the hard parton and ! is the aver-
age medium parton energy. Two kinematic constraints
l
2
T/E

2 6 z
2 and l

2
T/E

2 6 (1 � z)2 are also imposed in

the calculations. The parton energy loss for a propagat-
ing gluon is assumed to be the same, except that the jet
transport coe�cient of a gluon q̂A di↵ers from that of
quark q̂F by a color factor CA/CF . Therefore, the radia-
tive energy loss of a gluon is 9/4 times that of a quark
[35, 92]. The average number of radiated gluons hN

d
g i

from the propagating parton d is [93],

hN
d
g i =

2CA↵s

⇡

Z 1

⌧0

d⌧

Z E2

0

dl
2
T

l2T (l2T + µD
2)

⇥

Z 1�✏

✏

dz

z

⇥
1 + (1� z)2

⇤

⇥q̂d(⌧,~r + (⌧ � ⌧0)~n) sin
2


l
2
T(⌧ � ⌧0)

4z(1� z)E

�
.(15)

Note that the Debye screening mass is necessary to reg-
ulate the average number of gluon emissions hNd

g i.
The jet transport coe�cient in the hydrodynamic QGP

fluid q̂ = q̂(T )pµ·uµ/p
0 depends both on the fluid velocity

u
µ and the temperature T in the local co-moving frame,

where p
µ = (p0, ~p) is the four-momentum of the parton.

In this work, we only consider parton energy loss in the
QGP phase with a pseduocritical temperature Tc = 0.165
GeV. E↵ectively, we assume the jet transport coe�cient
q̂(T ) in the local co-moving frame vanishes below T < Tc.
The dynamical evolution of the QGP medium created in
A+A collisions is provided by the CLVisc 3+1 D hydro-
dynamics model simulations [94–96]. The initial condi-
tions for the hydrodynamic simulations are given by aver-
aging over 200 events from the TRENTo initial-condition
model [97] for each range of centrality of collisions. An
overall envelop function in the spatial rapidity is used
to generalize the 2D TRENTo initial condition at mid-
dle rapidity to a 3D distribution. The parameters of the
envelop function are fitted to the final charged hadron
rapidity distribution [96]. The overall normalization fac-
tors in the TRENTo initial conditions are also adjusted
to fit the final total charged hadron multiplicity at each
colliding energy.

C. Nuclear modification factors

With the calculations of hadron spectra in p + p and
A + A collisions explained above, we compute the nu-
clear modification factors for the single inclusive hadron
spectra in nuclear collisions,

RAB =

R bmax

bmin

dNAB
dyd2pT

bdb

R bmax

bmin
TAB(~b)

d�pp

dyd2pT
bdb

, (16)

where TAB(~b) =
R
d
2
rtA(~r)tB(~r +~b) is the nuclear over-

lapping function of two colliding nuclei A and B at a
given impact parameter ~b and [bmin, bmax] is the range of
the impact-parameter corresponding to the given range
of centrality selections in the experimental data.
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Perturbative probes of QCD matter at the Large Hadron Collider David d’Enterria

1. Introduction

Nucleus-nucleus collisions (A-A) at ultrarelativistic energies provide the experimental means
to study the (thermo)dynamics of quarks and gluons under extreme conditions of temperature and
density. Head-on collisions of Pb ions at LHC energies produce very hot and dense matter by
concentrating a substantial amount of energy O(2 TeV) in an extended volume O(150 fm3) at ther-
malisation times of τ0 = 1 fm/c [1]. Such energy densities are more than one order of magnitude
above the critical value, εcrit ≈ 1 GeV/fm3, predicted by lattice quantum chromodynamics (QCD)
calculations [2] for the formation of a deconfined system of bare-mass quarks and gluons (Quark
Gluon Plasma, QGP) [3]. Among all experimental observables, particles with large transverse
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Figure 1: Left: Examples of the sensitivity of various perturbative probes to quark-gluon matter properties
in A-A collisions [4]. Right: “Jet quenching” event displays in central Pb-Pb collisions at the LHC: monojet-
like event [5] (top) and γ-jet event with a recoiling jet with reduced energy [6] (bottom).

momentum pT and/or high mass m (“hard probes”) are useful tomographic tools of the produced
medium (Fig. 1 left) as: (i) they originate from partonic scatterings with large momentum transfer
Q2 and couple directly to the fundamental quark and gluon degrees of freedom; (ii) their produc-
tion time-scale is very short, τ ≈ 1/(pT ,m)! 0.1 fm/c, allowing them to propagate through (and be
potentially affected by) the medium, and (iii) their cross sections can be theoretically computed in
perturbative QCD calculations as a convolution of parton distribution (PDFs, fa/A) and fragmenta-
tion (FFs, Dc→h) functions times the subprocess parton-parton scattering cross section: dσ hard

AB→h =

fa/A(x,Q2)⊗ fb/B(x,Q2)⊗ dσ hard
ab→c⊗Dc→h(z,Q2). In A-A collisions in the absence of final-state

effects, the parton flux in a nucleus A is the same as that of a superposition of A independent nucle-
ons, fa/A≈A · fa/N , and thus dσ hard

AA→h≈A2 · fa/N(x,Q2)⊗ fa/N(x,Q2)⊗dσ hard
ab→c⊗Dc→h(z,Q2). The

standard method to quantify the effects of the medium on a given hard probe is via the ratio of A-A
yields over p-p cross sections (scaled by the nuclear overlap function TAA(b) at impact parameter b):
RAA(pT ,y;b) = d2NAA/dydpT

〈TAA(b)〉×d2σpp/dydpT
, which measures the deviation of A-A at b from an incoherent

2

medium (QGP) induced radiations

modifications to FFs as functions of jet 
transportation parameters 

p /K/p production in Pb�Pb and MB pp collisions at
p

sNN = 5.02 TeV ALICE Collaboration

kaons and (anti-)protons reported in the present paper.

Figure 10 shows the RAA for charged pions, kaons and (anti-)protons for central (0�5%) and peripheral
(60�80%) Pb�Pb collisions at

p
sNN = 2.76 TeV [28] and

p
sNN = 5.02 TeV. No significant depen-

dence on the collision energy is observed, as also been observed for unidentified charged particles [95].
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Figure 9: Centrality dependence of the nuclear modification factor of charged p±, K± and (p)p as a function
of transverse momentum, measured in Pb� Pb collisions at

p
sNN = 5.02 TeV. The statistical and systematic

uncertainties are shown as error bars and boxes around the data points. The total normalization uncertainty (pp and
Pb�Pb) is indicated in each panel by the vertical scale of the box centered at pT = 1 GeV/c and RAA = 1.
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Figure 10: Centrality dependence of the nuclear modification factor of charged p±, K± and (p)p as a function of
transverse momentum, measured in Pb�Pb collisions at

p
sNN = 2.76 [28] and 5.02 TeV, for 0�5% and 60�80%

centrality classes. The statistical and systematic uncertainties are shown as error bars and boxes around the data
points. The total normalization uncertainty (pp and Pb�Pb) is indicated in each panel by the vertical scale of the
box centered at pT = 1 GeV/c and RAA = 1.

4 Comparison to models

The results for identified particle production have been compared with the latest hydrodynamic model
calculations based on the widely accepted “standard" picture of heavy-ion collisions [96]. These models
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incl. hadron production: Pb-Pb vs pp collisions
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1 Introduction
The charged-particle transverse momentum (pT) spectrum is an important tool for studying
parton energy loss in the dense QCD medium, known as the quark gluon plasma (QGP), that
is produced in high energy nucleus-nucleus (AA) collisions [1, 2]. In such collisions, high-pT
particles, which originate from parton fragmentation, are sensitive to the amount of energy
loss that the partons experience traversing the medium. By comparing high-pT particle yields
in AA collisions to predictions of theoretical models, insight into the fundamental properties
of the QGP can be gained. Over the years, a number of results have been made available by
experiments at SPS [3, 4], at RHIC [5–8], and at the CERN LHC [9–11]. The modification of
high-pT particle production is typically quantified using the ratio of the charged-particle pT
spectrum in AA collisions to that of pp collisions, scaled by the average number of binary
nucleon-nucleon collisions, hNcolli. This quantity is known as the nuclear modification factor,
RAA, and can also be formulated as function of pT as

RAA(pT) =
dN

AA/dpT

hNcollidNpp/dpT
=

dN
AA/dpT

TAA dspp/dpT
, (1)

where N
AA and N

pp are the charged-particle yields in AA collisions and pp collisions, and spp

is the charged-particle cross section in pp collisions. The ratio of hNcolli with the total inelastic
pp cross section, defined as TAA = hNcolli/s

pp
inel, is known as the nuclear overlap function and

can be calculated from a Glauber model of the nuclear collision geometry [12]. In this work we
adopt natural units, such that c = 1.

The factor of 5 suppression observed in the RAA of charged hadrons and neutral pions at
RHIC [5–8] was an indication of strong medium effects on particle production in the final state.
However, the RHIC measurements were limited to a pT range below 25 GeV and a collision en-
ergy per nucleon pair,

p
sNN, less than or equal to 200 GeV. The QGP is expected to have a size,

lifetime, and temperature that are affected by the collision energy. During the first two PbPb
runs, the LHC collaborations measured the charged-particle RAA at

p
sNN = 2.76 TeV, up to pT

around 50 GeV (ALICE [9]), 100 GeV (CMS [11]), and 150 GeV (ATLAS [10]). A suppression by
a factor of about 7 was observed in the 5–10 GeV pT region [9–11]. At higher pT, the suppres-
sion was not as strong, approaching roughly a factor of 2 for particles with pT in the range of
40–100 GeV. At the end of 2015, in the first heavy ion data-taking period of the Run-2 at the
LHC, PbPb collisions at

p
sNN = 5.02 TeV took place, allowing the study of the suppression of

charged particles at a new collision energy frontier. Proton-proton data at the same collision
energy were also taken, making direct comparison between particle production in pp and PbPb
collisions possible.

To gain access to the properties of the QGP, it is necessary to separate the effects directly related
to the hot partonic QCD system from those referred to as cold nuclear matter effects. Measure-
ments in proton-nucleus collisions can be used for this purpose. The CMS Collaboration has
previously published results for the nuclear modification factor R

⇤
pA using measured charged-

particle spectra in pPb collisions at
p

sNN = 5.02 TeV and a pp reference spectrum constructed
by interpolation from previous measurements at higher and lower center-of-mass energies [13].
The asterisk in the notation refers to this usage of an interpolated reference spectrum. Similarly
interpolation-based results are also available from the ATLAS [14] and the ALICE [15] exper-
iments. With the pp data taken in 2015 at

p
s = 5.02 TeV, the measurement of the nuclear

modification factor, RpA, using a measured pp reference spectrum, becomes possible.

In this paper, the spectra of charged particles in the pseudorapidity window |h| < 1 in pp and
PbPb collisions at

p
sNN = 5.02 TeV, as well as the nuclear modification factors, RAA and RpA,

hadron suppression:
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✦ FMNLO a new program for automated and fast calculations of fragmentation processes at NLO in QCD is 
now publicly available, which is desirable for global analysis of FFs providing much improved efficiency 
and capability for arbitrary hard processes

✦ We perform a new global analysis of FFs to identified charged hadrons, including charged pion, kaon and 
proton, at NLO in QCD, using most recent data from SIA, SIDIS, and pp collisions; constraints on gluon 
FFs are much improved and large discrepancies are found wrt. previous determinations 

✦ Fragmentation functions (FFs) are essential non-perturbative inputs for precision calculations of hadron 
production cross sections in high energy scattering from first principle of QCD  

✦ Ongoing developments include extensions to higher orders in QCD (NNLO), studies of FFs to neutral 
hadrons and medium modified FFs, projections for future e+e- colliders, etc.  



Summary

22

✦ FMNLO a new program for automated and fast calculations of fragmentation processes at NLO in QCD is 
now publicly available, which is desirable for global analysis of FFs providing much improved efficiency 
and capability for arbitrary hard processes

✦ We perform a new global analysis of FFs to identified charged hadrons, including charged pion, kaon and 
proton, at NLO in QCD, using most recent data from SIA, SIDIS, and pp collisions; constraints on gluon 
FFs are much improved and large discrepancies are found wrt. previous determinations 

Thank you for your attention!
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