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Motivation:

Why today’s presentation? What do you monitor in your daily life?
Time tables: Buses, Trains, Planes, your calendar... etc.
Weather: Temperatures, Pressure, Humidity.
Your phone/laptop: Charge-status. Internet-connection status, type.
Stock market. FOREX, shares, etc.
Your experiment / production system: Is it recording data? Is it working?

Time series databases (TSDB) are everywhere... Why do you monitor them?
If you know the past, you can: understand problems and predict the future.
If you know the present, you can: make problems last as short as possible.
Nobody knows the future, but good alerts will give you good hints.

Monitoring is just everywhere now days. Home made solutions for monitoring must be well
justified.

DO NOT REINVENT THE WHEEL FOR YOUR PRODUCTION/DAQ SYSTEM!
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Today’s presentation

1 Prometheus
2 Grafana
3 use case: Temperature, Humidity,

Pressure, Energy
4 use case: Energy
5 use case: The CMS experiment
6 Conclusions
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Why Grafana and Prometheus?

Two different technologies developed and supported by two different communities (Grafana
Labs, Independent/SoundCloud).
Grafana and Prometheus are the most prominent tools in the application monitoring and
analytics space.
Prometheus is an open source monitoring and alerting platform which collects and stores
metrics as time-series1 data.
Grafana is an open source analytics and interactive visualization web application. It allows
you to ingest data sources, query this data, and display it on beautiful customized charts for
easy analysis.
This forms the basis of the perfect duo in application monitoring, the Prometheus - Grafana
relationship, which we intend to dive deeper into over the course of this talk.
Prometheus can be seen as a back-end, Grafana can be seen as the front-end (with some
approximations)

Both technologies are becoming popular!
1[time,value,labels]
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Who uses Grafana and Prometheus today?

https://discovery.hgdata.com/ 19101 companies a year ago.
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Who uses Grafana and Prometheus today? (31751 t-1y)

https://discovery.hgdata.com/ https://grafana.com/success/
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Prometheus

Prometheus

prometheus.io
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Prometheus

Prometheus: (...the back-end, the TSDB)

When to use prometheus: It works well for recording any purely numeric time series. It fits
both machine-centric monitoring as well as monitoring of highly dynamic service-oriented
architectures.

Prometheus: An open-source system’s monitoring and alerting toolkit.
Maintained independently of any company.
In few words: It collects and stores its metrics as time series data, i.e. metrics information is
stored with the timestamp at which it was recorded AND optional key-value pairs called
labels.
3 metric types: Counter, Gauge, Histogram
https://prometheus.io/docs/concepts/metric_types/

Main features:
Multi-dimensional data model with time series data identified by metric name and key/value
pairs
PromQL, a flexible query language to leverage this dimensionality
Targets are discovered via service discovery or static configuration.
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Prometheus

Installing Prometheus

Available in all popular Linux
package-manager, (apt-get, yum,
pacman,etc) as simply “prometheus”.

Other OS (Windows/Mac) Binaries also
available.

A main configuration file is written in
YAML format.

Written in GO. Suitable for docker images!

Prometheus is portable: A binary + a
configuration file

Generic place holders for configuration file:
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Prometheus

Prometheus Configuration

In the configuration file you find sections. The most general one is called the global section:
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Prometheus

Prometheus Configuration

The scrape_configs section:
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Prometheus

Prometheus Configuration

The scrape_configs section:

The targets can be seen as the list of nodes
(PCs) running a given job and exposing
metrics in a given port (9100 in this case).

The list of nodes can be set as a static list, as
in the example on the left. Or Dynamically
by automatically discovering the jobs
running in the same network/VPN puppet
DB.

A target can be running in the same
prometheus-server, just add it as
http://localhost:9100
prometheus-node-exporter (also available
in main repositories) is a popular exporter
for node performance metrics.

When you install/run an exporter in the
system/node to be monitored. You are
following a whitebox approach.
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Prometheus

Prometheus Configuration

Prometheus adapts to a huge list of scenarios.

Common Authentication Methods and encrypted metric
exposure also available.

Central prometheus server/node managing all metrics exposed
by targets.

Prometheus central node redundancy easily achieved.

Later in the slides we will see in more details two use cases.
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Prometheus

Prometheus metrics exposure, node-exporter

After installing the package. Run it / Start the service.

visit: prometheus-node-exporter http://localhost:9100 (in your laptop)
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Prometheus

Prometheus metrics exposure, node-exporter "API”

Example: prometheus-node-exporter http://localhost:9100/metrics (in your laptop)
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Prometheus

PromQL (Prometheus Query Language)

Prometheus provides a functional query language called PromQL.
It lets the user select and aggregate time series data in real time. The result of an expression
can either be shown as a graph, viewed as tabular data in Prometheus’s expression browser, or
consumed by external systems, like Grafana, via the HTTP API.
Queries can evaluate to:

Instant vector :a set of time series containing a single sample for each time series, all sharing the
same timestamp
Range vector - a set of time series containing a range of data points over time for each time series
Scalar - a simple numeric floating point value

PromQL queries can be explored in the prometheus server. Once the package is installed and
running (service started) you can see it in port 9090 (if you are running in your own laptop
http://localhost:9090 (in your laptop):
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Prometheus

PromQL (Prometheus Query Language)
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Prometheus

PromQL (Prometheus Query Language)
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Prometheus

PromQL (Prometheus Query Language)
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Prometheus

Prometheus Alertmanager

The Alertmanager handles alerts sent by client applications such as the Prometheus server. It takes
care of deduplicating, grouping, and routing them to the correct receiver integration such as email,
PagerDuty, or OpsGenie. It also takes care of silencing and inhibition of alerts.

Alertmanager runs as an independent process/service.
Rules for alerting can be defined in YAML files pointed in the prometheus configuration file.
Rules definitions follow PromQL
Alerts can be routed in many different ways: Mattermost, Telegram, SMS, email, etc.
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Grafana

Grafana

grafana.com
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Grafana

Grafana

Grafana is a time series analytics and monitoring platform designed for database
administrators.
It enables users to query, visualize, alert on, and understand metrics of the stored data and
create reusable dashboards with template variables.
Features include different data sources mixing, client-side graphs visualization,
authentication, alert rules defining, email notifications, and graphical annotations.
Go powers Grafanas backend + Javascript for last layer frontend.
Prometheus is not the only data-source that can be used with grafana:
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Grafana

Installing Grafana

Grafana: Available in mainstream
repositories. Todays version v10.0.0
(apt-get, yum, pacman etc)

You can install it and run it in your own
laptop (together with prometheus).

Default GUI port is 3000, you can start
playing by visiting:
http://localhost:3000 (your
laptop)

This GUI is also your
grafana-development tool. Be sure to
log-in (admin/admin)

First step is to set a data-source.
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Grafana

Prometheus data-source, and you are set!
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use case: Temperature, Humidity, Pressure, Energy

BME280 use case. (budget 32 EUR)

Raspberrypi Zero (GPIO pins presoldered):
17 EUR
BME280 (temperature,humidity,pressure
sensor): 14 EUR

Try it at home!
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use case: Temperature, Humidity, Pressure, Energy

use case: Temperature, Humidity, Pressure
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use case: Temperature, Humidity, Pressure, Energy

use case: Temperature, Humidity, Pressure (Instant and History Plots)

Prometheus exporters already available for several sensors, here the bme280 one:
https://pypi.org/project/bme280_exporter/ (python based) install it in the
rasbperrypi.
Run it and check the exporter is actually working by visiting the metrics endpoint
http://rasbperrypizero:9500 (port 9500 by default)
Add the raspberrypi target to your prometheus configuration (static_configs) (see Prometheus
configuration file slides).
Import or create a new dashboard to visualize the data. Dashboards are defined as json files,
open and check them.
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use case: Temperature, Humidity, Pressure, Energy

use case: Temperature, Humidity, Pressure
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use case: Energy

Energy use case. budget: 23 EUR

Measure energy consumption (a large variety of hardware in the market):
https://www.shelly.com

The prometheus exporter runs on top of MQTT.2

https://fr.wikipedia.org/wiki/MQTT
2In your very same Raspberry pi
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use case: Energy

Energy use case. MQTT

Connect your hardware to your local network.

Once your hardware is connected it serves a wifi SSID for configuration

Install and configure MQTT.
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use case: Energy

Energy use case. Prometheus exporter (python)

Camilo Carrillo (CERN/Imperial College) ISOTDAQ Prometheus & Grafana 26/06/24 31 / 49



use case: Energy

Energy use case. Grafana

Many dashboards already available.
https://grafana.com/grafana/dashboards/20444-shelly-pro-3-em/
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use case: Energy

Energy use case. Grafana
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use case: The CMS experiment

CMS use case. (budget: 0.5 MCHF)

Take a “photo” of each LHC pp/HI collision, every 25 ns
Then, try to understand fundamental laws of physics

https://twiki.cern.ch/twiki/bin/
view/CMSPublic/LumiPublicResults

Fig: 4µ final state topology or..

A Higgs boson with a given probability
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use case: The CMS experiment

How data flows in CMS
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use case: The CMS experiment

The L1 Trigger and Online Software
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use case: The CMS experiment

L1 Monitoring Software, overview dashboard

prometheus-
backend

prometheus.io

grafana-
frontend

grafana.com
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use case: The CMS experiment

CMS overview configuration

Camilo Carrillo (CERN/Imperial College) ISOTDAQ Prometheus & Grafana 26/06/24 38 / 49



use case: The CMS experiment

Bar charts
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use case: The CMS experiment

History Plots
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use case: The CMS experiment

Live status
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use case: The CMS experiment

Timeline status
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use case: The CMS experiment

Tables, color code status
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use case: The CMS experiment

Node exporter dashboards in CMS
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use case: The CMS experiment

Blackbox approach also used in CMS
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use case: The CMS experiment

L1 Monitoring Software, metrics

386k metrics
L1 trigger rates.
All node-exporters metrics (≈ 20 nodes)
Status metrics
Lumi metrics
CMS Configuration key
SQL exporters and other monitoring tools exporters.
Other CMS prometheus exporters

Storage 400G, retention time ≈ 6 months. back up + weekly snapshots
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Conclusions

Conclusions

prometheus & grafana: a great combo for monitoring your DAQ / production system.

Several use cases have been shown: Node-performance, Sensors, CMS.

All software is free and open-source
CMS Grafana/Prometheus dashboards and configurations are open:

https://gitlab.cern.ch/cms-cactus/ops/monitoring/grafana
https://gitlab.cern.ch/cms-cactus/ops/monitoring/prometheus
https://gitlab.cern.ch/cms-cactus/ops/monitoring/alertmanager

CI/CD pipelines implemented for checks, RPM build, docker images.

Contributors to CMS online software are very welcome
Contact me if you have specific questions!
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Conclusions

Backup

Backup
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Conclusions

CMS Quadrant

0 2 4 6 8 10 12 z (m)

R
 (m

)

1

0

2

3

4

5

6

7

8

1 3 5 7 9 11
5.0
4.0

3.0

2.5
2.4
2.3
2.2
2.1
2.0

1.9

1.8

1.7

1.6

1.5

1.4

1.3

1.2

1.00.9 1.10.80.70.60.50.40.30.20.1
40.4°44.3° 36.8°48.4°52.8°57.5°62.5°67.7°73.1°78.6°84.3°

0.77°
2.1°

5.7°

9.4°
10.4°
11.5°
12.6°
14.0°
15.4°

17.0°

18.8°

20.7°

22.8°

25.2°

27.7°

30.5°

33.5°

θ°
η

θ°η

2.8 7.0°

M
E4

/1

M
E3

/1

M
E2

/1

M
E1

/2

M
E1

/1

M
E2

/2

M
E3

/2

M
E1

/3

R
E3

/3

R
E1

/3
R

E1
/2MB1

MB2

MB3

MB4

Wheel 0 Wheel 1

RB1

RB2

RB3

RB4

Solenoid magnet

Silicon 
tracker

Steel

Wheel 2

R
E2

/3

R
E3

/2
M

E4
/2

R
E4

/3
R

E4
/2

R
E2

/2

CSCs
RPCs

DTs

R
E2

/2

G
E1

/1 G
E2

/1

GEMs

R
E4

/1

iRPCs

R
E3

/1

ME0

M
E0HGCAL

ECAL

HCAL

Camilo Carrillo (CERN/Imperial College) ISOTDAQ Prometheus & Grafana 26/06/24 49 / 49


	Prometheus
	Grafana
	use case: Temperature, Humidity, Pressure, Energy
	use case: Energy
	use case: The CMS experiment
	Conclusions

