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https://home.cern/cern-people/updates/2012/12/remembering-wim-klein

[…]Professor Bakker wrote that Mr Klein
had been recommended by the director
of the Zeeman laboratory in Amsterdam
as a remarkable calculator[…] He
needed no desk calculator and
performed exceedingly well, exceeding
in speed even my own desk
calculator[…] I needed tables of
combinations of so-called Clebsch-
Gordan coefficients […] values were
tabled as decimal numbers, e.g. 0.92308
[…] but I needed the explicit form […] he
said  11/13 straight. He told me part of
his secrets: he could remember a row
of 50 digits given him an hour earlier.
He kept in his head the multiplication
tables up to one hundred and all the
logarithms from 2 to 100[…]

https://home.cern/cern-people/updates/2012/12/remembering-wim-klein
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GAUDI-LHCb

SW

CMSSW-CMS

Data Storage - Data Processing

- Data management- Workload management

- Event generation - Detector simulation - Event reconstruction

Distributed computing - Middleware

- Resource accounting

- Monitoring

ATHENA-ATLAS

Computing at CERN: The Big Picture



G. Lo Presti - Italian Teachers Programme 2024 - Discovery

From the Hit to the Bit: Data Acquisition
100 million channels
40 million pictures a second
Synchronised signals from all detector parts
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From the Hit to the Bit: Event Filtering
• L1: 40 million bunch cross per second

• Fast, simple information
• Hardware trigger in a few micro seconds

• L2: 100,000 events per second
• Fast algorithms in local computer farm
• Software trigger in <1 second
• Which OS for such task?

• EF: Up to 10,000 per second recorded
for offline analysis

• By each experiment!
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The CERN Data Centre
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CERN DC: an ordinary week in numbers
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The Worldwide LHC Computing Grid
• The Worldwide LHC Computing Grid (WLCG)

is a global collaboration of more than 170
data centres around the world, in 42 countries

• The CERN data centre (Tier-0) distributes the
LHC data worldwide to the other WLCG sites
(Tier-1 and Tier-2)

• WLCG provides global computing resources
to store, distribute and analyse the LHC data

• CERN = only 15% of CPU resources
• Distributed funding
• “Sociological” reasons
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Data Distribution in WLCG

• Global transfer rates
regularly exceeding
80 GB/s

• 1+ EB and 1.1B files
transferred yearly in Run 3

• Main challenge is to
have the useful
data close to available
computing resources
=> match storage/compute/network
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Software Platforms for HEP
• Home made solutions vs. integrating software platforms from the

(open source) market
• Infrastructure moving towards the latter as industry grew in front of us!
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Software Platforms for HEP
• Home made solutions vs. integrating software platforms from the

(open source) market
• Infrastructure moving towards the latter as industry grew in front of us!
• Yet, high-level storage software customized for our specific access

patterns
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Largest scientific data repository
68,000

cartriges
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Which devices for so much data?
• The demand for storage keeps increasing

• The “AI era” only makes things worse

• Manufacturers forced
to try new tricks to
increase bit density
• Starting from the easy ones…
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Which devices for so much data?
• And moving to more sophistications:

From Conventional to Shingled Magnetic Recording
• But this does not come for free…



G. Lo Presti - Italian Teachers Programme 2024 - Discovery

HEPiX Spring 2024, Paris

https://indico.cern.ch/event/1377701/contributions/5896847
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What about throughput?
• Most Hard Drives on the market: up to 250 MB/s
• SMR and HAMR/MAMR do not bring any improvement!

• A 4 TB drive used to take 4.5h to read/write fully
• A 30 TB drive takes 1.5 days!

• Possible solution:
double actuator for the head
• But that’s not enough for us…
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Tapes vs Disks/SSDs
• Tape technology has a larger growth margin

• A tape has 1 km of magnetic media
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Disk vs Tape Areal Density Scaling

IBM Demo:
580 TB tape

Upcoming on the
market: 50 TB tape

CTA Workshop 2024

https://indico.cern.ch/event/1353243


G. Lo Presti - Italian Teachers Programme 2024 - Discovery

An appealing attack target
• CERN is permanently under cyber attack
• Computer Security is a pillar of the whole IT

infrastructure
• Raising awareness at CERN and at partner institutes

• It’s not a matter of “if”, but “when”!

• Phishing campaigns, role games, presentations about real
cases and mitigation measures, …

• Mandatory “Dual-Factor Authentication” (2FA) for IT
operators as of 2022, for everyone now

• Continuous “white hat” penetration testing, in
collaboration with the wider scientific community
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Take-away #1
• LHC data rates range from the PB/sec at the detector to the GB/sec

after filtering
• Scientific data towards Exabyte scale
• Data centres run on commodity hardware and open-source OSes
• Hyperscalers are (much) larger

• They drive the market, including the manufacturers
• CERN remains the world-largest scientific repository

• …Is this really “Big Data”?



Thanks for your attention! Questions?

Credits to all CERN IT Storage colleagues
Giuseppe.LoPresti@cern.ch
www.linkedin.com/in/giuseppelopresti

mailto:Giuseppe.LoPresti@cern.ch
https://www.linkedin.com/in/giuseppelopresti/

