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Breaking data records bit b

by Harriet Jarle
. E

Magnetic tapes, retrieved by robotic arms, are used for long-term storage (Image: Julian Ordan/CERN)

This year CERN’s data centre broke its own record, when it collected more data than ever before.

During October 2017, the data centre stored the colossal amount of 12.3 petabytes of data. To put this
in context, one petabyte is equivalent to the storage capacity of around 15,000 64GB smartphones.
Most of this data come from the Large Hadron Collider’s experiments, so this record is a direct result of

the outstanding LHC performance, the rest is made up of data from other experiments and backups.

“For the last ten years, the data volume stored on tape at CERN has been growing at an almost
exponential rate. By the end of June we had already passed a data storage milestone, with a total of 200

petabytes of data permanently archived on tape,” explains German Cancio, who leads the tape, archive
& backups storage section in CERN’s IT department.
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CERN swells storage space beyond 1EB for
LHC's latest ion-whacking experiments

A petabyte or more a day of readings? No problem, pal

A Tobias Mann Mon 2 Oct 2023  19:48 UTC

In preparation for its latest round of ion-smashing tests, CERN boosted its storage array
for the experiments to more than one million terabytes in total size.

The facility's data store now exceeds an exabyte of raw capacity — with much of it on

hard disk drives and an "increasing fraction of flash drives,” the European super-lab's
team explained in a report.
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Software and computing
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It would be impossible for anyone to conceive of carrying outa
particle-physics experiment today without the use of computers and
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I[...]Professor Bakker wrote that Mr Klein
'ﬁzlt;een recommended by the director
0 Zeeman laboratory in Amsterdam
as a remarkable calculator]...] He
needed no desk calculator and
performed exceedingly well, exceeding
in speed even my own desk
calculator|...] | needed tables of
combinations of so-called Clebsch-

G co ients [...] values were

a cimal numbers, e.g. 0.92308
u eded the explicit form [...] he
id 11713 straight. He told me part of
“|his secrets: he could remember a row
of 50 digits given him an hour earlier.
He kept in his head the multiplication
tables up to one hundred and all the
logarithms from 2 to 100]...]
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https://home.cern/cern-people/updates/2012/12/remembering-wim-klein
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N: The Big Picture
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ATLAS and CMS
LHC Run 1
ATLAS H.
‘ e, " o
Data Storage - Data Processing - Event generation
Distributed computing - Middleware

- Detector simulation

- Workload management

- Event reconstruction

- Resource accounting
- Data management

- Monitoring




From the Hit to the Bit: Data Acquisition

(@ N'¥4| CMS Experiment at the LHC, CERN
Data recorded: 2015-Sep-28 06:09:43.129280 GMT

Run/Event / LS: 257645 / 1610868539 / 1073

100 million channels
40 million pictures a second
Synchronised signals from all detector parts
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From the Hit to the Bit: Event Filtering

Int’r:ﬁﬂeo'l'lhm
L1: 40 million bunch cross per second CALO  MUON  TRACKING
Fast, simple information R R T |
Hardware trigger in a few micro seconds - i Risetina Momaos
<100 kHZ -
L2: 100,000 events per second e e
= [ |-
Fast algorithms in local computer farm *
Software trigger in <1 second ﬂ st phei g
Which OS for such task? ~ 25 kHz e N33

EF: Up to 10,000 per second recorded

for offline analysis ‘W ‘W ﬂ
I

By each experiment! T i |

Data Recording







The CERN Dat Centre
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CERN DC: an ordinary week in numbers
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The Worldwide LHC Computing Grid W‘ZE:G

- The Worldwide LHC Computing Grid (WLCG)
is a global collaboration of more than 170
data centres around the world, in 42 countries

- The CERN data centre (Tier-0) distributes the e

LHC data worldwide to the other WLCG sites
(Tier-1 and Tier-2)

ror

: CERN/outside resource ratio ~1:2
Oniine system Tier0/(STier 1)/(STier2)  ~114
~100-1500 MBs™'

CERN center i
Petabytesof disk
Tape robot

~25-10GBs™

- WLCG provides global computing resources Tir2 <<=> <>
to store, distribute and analyse the LHC data _— ~25-10GBs”
« CERN = only 15% of CPU resources Tr3 ~=gF . O
 Distributed funding Ll
- “Sociological” reasons Dt 1 3. 9 | Granad, 15 Mey 2019

ST

Work stations
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Data Distribution in WLCG

* Global transfer rates
regularly exceeding
80 GB/s

- 1+ EB and 1.1B files
transferred yearly in Run 3

« Main challenge is to
have the useful
data close to available
computing resources
=> match storage/compute/network

Running jobs: 365644 ‘ !
Active CPU cores: 807139 : — \
Transfer rate: 21.54 GiB/sec



Software Platforms for HEP

- Home made solutions vs. integrating software platforms from the
(open source) market

e Infrastructure moving towards the latter as industry grew in front of us!

&. /\ puppet n 0 * Sb”b"rk owr?tgﬁ‘

docker openstack” ceph  amaonss
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Software Platforms for HEP

- Home made solutions vs. integrating software platforms from the
(open source) market

e Infrastructure moving towards the latter as industry grew in front of us!
« Yet, high-level storage software customized for our specific access

patterns \
@ CERNBoX g\\_]
RUCIO
LI CERN % @ F T S /\/7 RO OT
Tcpe Archive Data Analysis Framewor k
d?ke'r /\PUPHa%:C openstack CEDh * Sp Qf’( owr?tgg'
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Largest scientific data repository

68,000
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Which devices for so much data?

- The demand for storage keeps increasing
« The “Al era” only makes things worse

* Reduces mechanical power dissipated in air shear

- Manufacturers forced + Alows platers to be placed closer together enabling more capaciy
tO try new t”CkS to Disk Rotation '
Increase bit density

. \
«  Starting from the easy ones... .p,'
o > e
LT

—_

AIR - 5 Disks
N Nitrogen « 4 C cooler
© Oxygen E

@  Helium 49% reduction in Wan®'TB
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Which devices for so much data?

- And moving to more sophistications:
From Conventional to Shingled Magnetic Recording

« But this does not come for free...

MB/s - SMR - SMR CMR
250
bk
200 '
\\
100
BTRFS 20 TB
Conventional HDD = all three have similar degradation profile to ~50%
Data in discrete Data in zones of + XFS has better strategy to run with full devices
tracks overlapped tracks ’
HDD volume 18 20 26
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Heat-Assisted Magnetic Recording Enables Continued Capacity
Growth for Hard Drives

Media Technology

High coercivity material enables
smaller, thermally stable grains

Glass substrate enables required
sputter temperatures

Areal Density Media Challenge:

Hold #Grains
/ Bit constant

B U

Higher areal density
requires smaller grains

Head Technology

------ Laser-Sourced Light

Focused heat provides local
reduction in coercivity

Write pole sets magnetic bit

Heats and cools in less than 2
nanoseconds

“. Near-Field
Transducer



https://indico.cern.ch/event/1377701/contributions/5896847

What about throughput?

- Most Hard Drives on the market: up to 250 MB/s

- SMR and HAMR/MAMR do not bring any improvement!
« A4 TB drive used to take 4.5n to read/write fully
« A 30 TB drive takes 1.5 days!

« Possible solution:
double actuator for the head

« But that’'s not enough for us...

| m G. Lo Presti - Italian Teachers Programme 2024 - Discovery



Tapes vs Disks/SSDs

- Tape technology has a larger growth margin
« Atape has 1 km of magnetic media

Jag7 Tape Flash (3 bits)
540 nm x 45.8 nm 17.3nm x 17.3 nm
LTO9 Tape

i HDD
rocoin: [ 0 G =

1150 nm x 46.6 nm ~49 nm x ~10 nm

SrFe Demo
317 Gb/in? -
56.2 nm x 36.2 nm
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Disk vs Tape Areal Density Scaling

ST

Areal Density (Gbits/in2)
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IBM Demo:
580 TB tape

Upcoming on the
3market: 50 TB tape

CTA Workshop 2024

2029 -

© 2024 1BM Corporation


https://indico.cern.ch/event/1353243

An appealing attack target

- CERN is permanently under cyber attack

-  Computer Security is a pillar of the whole IT
Infrastructure

. Raising awareness at CERN and at partner institutes
« It's not a matter of “if”, but “when”!

- Phishing campaigns, role games, presentations about real
cases and mitigation measures, ...

. Mandatory “Dual-Factor Authentication” (2FA) for IT
operators as of 2022, for everyone now

. Continuous “white hat” penetration testing, in

collaboration with the wider scientific community
o

G. Lo Presti - Italian Teachers Programme 2024 - Discovery

EBponeickas opraHu3sauus no sAepHbIM
uccneposaHuaM nop Kypatopcteom CLUA,
BTOpas no pasMepam B Mupe naéoparopus
(HU31KM BbICOKMX IHEPrui. Takxe uHoraa
nepesoauTcs Kak Esponenckui LieHTp
AAEPHbIX uccnepoBaHuin. A66pesumartypa
CERN npousowna ot Conseil Européen pour
la Recherche Nucléaire.

OduumanbHbiv cant LLIEPH
M https://home.cern/
yst.net/check-report

/8
JvpekTopusa LEPH
M https://directory.web.cern.ch/
ABTOpUM3auua ans cotpyaHukos LIEPH
M https://auth.cern.ch/
M https://login.cern.ch/

KillMilk

Bce otnagunu, Bcé paboraeT. LIEPH 6e3
06ua, Tbl 6bin Tectom ®-

KillMilk

fl TaK AONrO XAan aToro AHA pebata@® »




Take-away #1

- LHC data rates range from the PB/sec at the detector to the GB/sec
after filtering

-  Scientific data towards Exabyte scale
- Data centres run on commodity hardware and open-source OSes

- Hyperscalers are (much) larger
« They drive the market, including the manufacturers
« CERN remains the world-largest scientific repository

...Is this really “Big Data"?
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