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CHEP 2024



The LHCb data challenge
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● Dedicated b-physics experiment

● Single-arm forward spectrometer

● Upgrade to read out detector at 
30MHz



The LHCb data challenge

3See Alessandro’s talk for more on LHCb’s HLT

LHCb Trigger and online TDR 
LHCb Computing TDR LHCb-FIGURE-2020-016

Stored to 
tape

GPU CPU

https://indico.cern.ch/event/1338689/contributions/6015396/
https://cds.cern.ch/record/1701361?ln=en
https://cds.cern.ch/record/2319756/
https://cds.cern.ch/record/2730181/
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The LHCb data challenge

Public announcement

As of last week…

~10fb-1 in 2024!

https://lhcb-outreach.web.cern.ch/2024/10/18/end-of-successful-proton-proton-collision-data-taking-period/
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The LHCb data challenge

Public announcement

https://lhcb-outreach.web.cern.ch/2024/10/18/end-of-successful-proton-proton-collision-data-taking-period/


● LHCb has been saving 10GB of data to tape every LHC second
● Data necessarily has a complex journey before it reaches analysts
● For Run 3+ LHCb revolutionised this process for the benefit of the analyst
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The offline LHCb data challenge

Typical LHCb analyst circa 2018 Modern day LHCb analyst
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The offline LHCb dataflow

LHCb-FIGURE-2020-016

https://cds.cern.ch/record/2730181/
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Pure Turbo 

Full - Persistreco

Full - Persistreco + RAW

Full eventPure Turbo

Selective persistenceFew kB 250kB

Rich CaloMuon …

Turbo SP

Sprucing - managing tape/disk persistency
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Sprucing - how to manage tape/disk persistency

10 GB/s

3.5 GB/s

LHCb Computing TDR

Sprucing

5 TB/s
Out of detector

HLT
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Can keep inclusively selected full events on tape for future exploitation in yearly re-sprucing campaigns

https://cds.cern.ch/record/2319756/
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LHCb spruced 35PB of data in 2024 over 3 physics streams and 2 technical streams 
● Bandwidth reductions met
● Sprucing on FULL stream requires 5x less CPU per event compared to the Run 2 analogue

Very little delay for 
Sprucing - runs almost 
“real-time”

Sprucing - managing tape/disk persistency

See Ross’ talk for more on LHCb BW
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Input files
Files processed

Sprucing output to disk

https://indico.cern.ch/event/1338689/contributions/6015409/


Pre - run 3 analysts made their own ntuples

THE PROBLEM

● Submitting, monitoring and error 
handling O(10,000) grid jobs

● No data provenance
● Thousands of failing grid jobs

      

      ⇒ BIG barrier between analysts and data
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Analysis productions - declarative ntupling



Analysis productions - declarative ntupling
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    THE SOLUTION ⇒ Analysis productions

● Centralise and automate ntuple 
creation 
⇒ Saves countless analyst-hours

● Exploit DIRAC transformation system 
⇒ Full data provenance 

● Full job testing on GitLab CI
⇒ No buggy jobs on grid

See Abhijit’s talk for DaVinci’s Funtuple that runs in APs 

Simple yaml job configuration

Use Jinja templating to “render” the YAML

What application 
to run

Data to run on

Job options

https://indico.cern.ch/event/1338689/contributions/6011079/
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Comprehensive job testing through GitLab pipelines

Reporting on estimated output size

Reporting on memory usage

Interactive logs with warning/error highlighting

Analysis productions - declarative ntupling
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Full data 
provenance with 
datasets tagged 
by analysis

Analysis productions - declarative ntupling

apd python packages allows 
for easy data file retrieval.
Snakemake integrations!
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14PB processed in a 
single day by APs!

Full adoption of analysis productions at LHCb
● Over 1200 Run 3 APs have been submitted so far 
● 700+ “live” APs picking up data as it was Spruced

○ Analysts have been looking at data tuples days after it was recorded by detector
● We are making amazing use of the WLCG!

PB processed per day by APs with moving average    Cumulative APs submitted since invention            

Analysis productions also 
facilitate MC productions

See Emir’s talk
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Analysis productions - declarative ntupling

https://indico.cern.ch/event/1338689/contributions/6010990/


Analysis productions and open data

LHCb released its full Run 1 dataset ~ 800TB

● Need scalable solution going forward - NTuple Wizard!

16See Piet’s talk on NTuple Wizard

Typical non-LHCb analyst

See Nathan’s talk on continued exploitation of legacy data

Zero experience of LHCb software stack required!

https://indico.cern.ch/event/1338689/contributions/6011124/
https://indico.cern.ch/event/1338689/contributions/6010659/


Helping LHCb members new and old

17Cross experiment paper on training initiatives in HEP 
(submitted to Frontiers)

Not code documentation but a teaching resource following best pedagogical practices

https://arxiv.org/abs/2310.07342


Summary

● LHCb Run 3 necessitated an overhaul of the offline dataflow
○ Sprucing provides a method for keeping high event persistency on tape for future 

exploitation but also manageable disk requirements 
○ Analysis productions for ntuple creation are one of the single-most transformative 

changes at LHCb saving countless person-hours
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● Analysis productions also allow LHCb data to be “open” via the 
NTuple Wizard

● With such a change in the dataflow LHCb is creating the Run 3 
StarterKit for onboarding and continuous reference material



What then?
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LHCB-FIGURE-2024-002

See Mindaugas’ talk on analysis scalability and reproducibility

apd tool 
has 
snakemake 
integrations

https://cds.cern.ch/record/2896664
https://indico.cern.ch/event/1338689/contributions/6011125/

