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G Introduction Circular Electron Positron Collider (CEPC)

The CEPC is a 100 km c!rcular electron—po§|tron collider aiming to C;E;Pe
» Precisely measure the Higgs boson’s properties \_/

« Study electroweak physics at Z-boson peak

H - Advantage: Cost efficient, high density Solenoid Magnet (3T / 2T )
. Scint Gl
® WI ” p rOd U Ce . pc;:tuci\sf Challenges: Light yield, transparency, BstwoenHEAERIECAR
1 massive production. Advantage: the HCAL absorbers act as part
> At 250 GeV: Higgs bosons (4 x 10°) ' o he gt Yoo

4 Challenges: thin enough not to affect the jet

» At 160 GeV: W bosons (> 108) N resolution (e.g. BMIR); stabily.
> At90 GeV: Zbosons (> 4 x 10'?)

Advantage: better n%y reconstruction.
Challenges: minimum number of readout

The conceptual design report (CDR) has e A e
been completed in Oct. 2018.

. .. that is optimized for PID
* ngh traCk eﬁICIency (~100%) Advantage: Work at high luminosity Z runs

Challenges: sufficient PID power; thin
enough not to affect the moment resolution.

« High momentum resolution (~0.1%)

The 4th conceptual detector was proposed on the Schematic view of CEPCs 4th
basis of the CEPC CDR Concept Detector

» is characterized by a combination of silicon detectors
and drift chamber designed to provide both tracking and
PID for charged particles



G Introduction

CEPC Vertex Detector
IS the innermost tracker playing a dominant role
in determining the vertices of a collision event. The baseline layout of the Vertex Detector

Covers:

» radial range from 16 mm to 60 mm .
» Zrange from -125mm to 125mm
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Layout of the CEPC baseline tracker
The VTX is located closest to the interaction point.

Vertex Detector of CEPC
Ez26

consists of

6 concentric cylindrical layers of high spatial

resolution silicon pixel sensors.

« Two layers of silicon pixel sensors are
mounted on both sides of each of three
ladders to provide 6 space points.

Schematic view of CEPC Vertex Detector
Only the silicon sensor sensitive region (in
The vertex detector surrounds the beam pipe (in red).

R(mm) |z| (mm) |cos#| o(pm)

Layer 1 16 62.5 0.97 2.8
Layer 2 18 62.5 0.96 6
Layer 3 37 125.0 0.96 4
Layer 4 39 125.0 0.95 4
Layer 5 58 125.0 0.91 4
Layer 6 60 125.0 0.90 4

) is depicted.

Layers of CEPC Vertex Detector



CEPCSW is organized as a multi-layer structure =

Generator Interface

« Applications: simulation, reconstruction and analysis CEPC

« Core software Simulation Applications

* External libraries E Reconstruction Analysis
The key components of core software include: ' [ Geomsve || kaFWCore| | EDMahep | |
« Gaudi/Gaudi Hive: defines interfaces to all software ’ Coudi framework ,

components and controls their execution | Core Software
- EDM4hep: generic event data model e
« k4FWCore: manages the event data

: LCIO PODIO DD4hep

 DD4hep: geometry description :
« CEPC-specific components: GeomSvc, detector | _ROOT Geantd CLAEP
simulation, beam background mixing, fast simulation, '| Boost Python CMake

1

External Libraries & Tools

machine learning interface, etc.

https://code.ihep.ac.cn/cepc/CEPCSW
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a Introduction TRACCC: track reconstruction on accelerators

TRACCC
« *TRACCC is one of the ACTS R&D projects,
which is developing full track reconstruction

. Category Algorithms CPU CUDA SYCL Alpaka Kokkos  Futhark
algorithms that can run on accelerators. Clusterization CeL ) FastSv /e
 has been introduced at Beomki’s talk: Measurement creation
> https://indico.cern.ch/event/1338689/cont s Spacepoint formatien
. . Spacepoint binning
ributions/6010050/ ot g
e |s standalone and features a modular Y ——
arChltECtU re Track finding Combinatorial KF
» Has excellent physics and computing Track fitting o
Ambiguity resolution  Greedy resolver
performance
[4: exists, © :work started, (_: work not started yet
SYCL Status of TRACCC

« SYCL is a high-level C++ programming model. An
uniformed written code can run on a variety of platforms.
- * High Portability and Programming Efficiency &


https://indico.cern.ch/event/1338689/contributions/6010050/

a Introduction

Challenges for tracking in the CEPC Vertex Detector

Higgs

Z

W

tt

1. Piling-up of multiple events
SR power per beam (MW)

50

* The size of detector time window (117 Bunch rumber

446

13104

2162

58

pile-up for tt)is determined by DAQ Bunch spacing (us)

346.2
(a5)

23.1
1

138.5
(x6)

2700.0
(x117)

54

9

10

53

8.3

192

26.7

0.8

. Train gap (%)
2. High beam-related background Luminosty per P07 o757
« particularly in Z energy region

« Same rec algorithm: offline environment & online Event Filter

Conclusion:

» huge # of hits & background / event:
» high demand on track recognition
» substantial computational load

- heterogeneous computing (e.x. TRACCC) and parallelization techniques are required.

* This contribution mainly focuses on:

« the implementation of seeding algorithm for the vertex detector (VTX), based on

TRACCC, in the CEPCSW environment.

Requirements: Physical Event Rate
3. Reuse of offline tracking algorithm for the purpose of online high level trigger




a Integration of TRACCC with CEPCSW

Outline
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a Integration of TRACCC with CEPCSW
— Implement a Gaudi algorithm for seeding
GaudiAlgorithm::initialize()
traccc::io::geometry _= L .
traccc:iio::digitization_config M\'giﬂzaﬂon config file | ® I n Itlal |Ze()
* to MR & Algorithms » Read the detector file and digitization config file
71" Gaudialgorithm::execute() * Initialize the memory resource and the algorithms
Traccc::wra pper Loﬁca“ifl‘igs tf
Clusterization & .
Spacepoint Formation Cells modules ° ExeCUte () .
v S » For each event, read hits and run the algorithms
Spacefc"”ts Trackerit > EDM4hep::TrackerHit is converted to Cells & modules
Seeding Algorithm » & will only converted to Cells in TRACCC v0.16.0
. G4
Sejds = ¢ Since CEPCSW and TRACCC are using different
Track Params Estimation S compilers (Clang, GCC), respectively
¥ o > Develop a wrapper for TRACCC SYCL algorithms
Track Parameters EDM4hep::Track . . .
vam ° Algorithms includes:
GaudiAlgorithm::finalize() » Clusterization & Spacepoint Formation (only CPU)

TRACCCversion 0.7.0

» Seeding Algorithm
Gaudi Algorithm using TRACCC reconstruction » Track Params Estimation
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e Geometry & EDM Geometry conversion 1
DD4hep format
Geometry are prepared using various ACTS tools | CEPC_CRD_o1.xml
) ) DD4hep::geoConverter
1. Convert the CEPC VTX geometry file (in DD4hep  fgeo format]
format) to TGeo format CEPC_CRD_o1.root CEPC_VXD_config.json

\ )

2. The geometry file is translated into Acts::Surface

ACTS::ActsExampleGeometryTGeo

ACTS format I

objects using Acts::TGeolLayerBuilder, and is
detectors.csv

exported to a detector file by

Acts::CsvTrackingGeometryWriter. "
o o | m TN
3. Adigitization config file is written to provide the o e | T ////\\\ \
segmentation information of each surface. {/ /{ N \\ \
o | { \ r
o . » RO | \ \\— 4 ff/ Kf
Verification: | =\ \\\/ P
Use Fast ATLAS Track Simulation (FATRAS) & ACTS’ —~ &~ =~ =~ © 7 "= N
( ) Gid of fatras of ACTS 0 S ///

digitization tool to produce full simulation information and o

generate cells.
X-Y projection of VTX



e Geometry & EDM Data model conversion

Cell ID conversion between EDM4hep & TRACCC
« CEPCSW cell id needs to be converted into the TRACCC gid
to retrieve correct geometry

CEPCSW cell id:
Layer: {0,1,2,3,4,5} # Indicate 6 layers from inside to outside
Module: { LO: 0-9, L1: 0-9, L2: 0-10, L3: 0-10, L4: 0-16, L5: 0-16}
# Indicate ladders in the ¢ direction

Sensor: 0

Barrelside: 1 forz > 0 else -1

# one ladders has 2 sensors separated by z

TRACCC gid:
Volume: {3}
Boundary: 0
Layer: {2, 4, 6} # adjacent layers are treated as the same layers
Approach: 0

Sensitive: {L2: 1-40, L4: 1-44, L6:1-68}

The sensitive counts from z>0 to z<0, then counts in ¢ direction (the
order is same to CEPC), and then counts from inner to outer layers.

Converter for VXD gid

12

Cells local position:

CEPCSW:

+ take center point as the origin

TRACCC

» use the lower left corner as the
origin.

So the cells’ local coordinates need to

be modified. l

-~ 7
/‘ Module 0 barrelside-1 1
r

/ i
5 =
9 o
Py

/ )
3
/
S

-
i Module 2

in TRACCC

Adjust the local coordinates
for the difference between CEPCSW & TRACCC
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e G e O m et ry & E D M Old CPU context GPU context

EDM4hep VECMEM

Common memory for EDM4hep & VecMem — e
We want TRACCC to use hits data from EDM4hep - - -Z e
directly !! New CPU contet 6P conten
« TRACCC uses VecMem as the vectorised data S

model across multiple device types.
« EDM4hep and VecMem may use the same — -

std:pmr:vector<TrackData> vecrmem: device_vector

storage format (std::pmr::vector), so TRACCC

. ) ) Modified data transfer process
can directly use the hit data with no data-copy.

Modify the data storage format

Add Collection layer interfaces: of PODIO
1n User Layer std: :pmr::vector<{{ class.bare_type }}Data> data() EDM4hep 1S genera‘[ed by PODIO,

Hit . .
) Add CollectionData layer interfaces: so we modify the DataContainer of
e Object Layer {{ class.bare_type }}DataContainer getdata(); PODIO

HitObject
1 Modify the DataContainer storage format (vector - pmr::vector)
) POD Layer using {{ class.bare_type }}ObjPointerContainer = std::deque<{{ class.bare_type }}0Obj*>;

HitData using {{ class.bare_type }}DataContainer = std::pmr::vector<{{ class.bare_type }}Data>;

Layout of the PODIO storage format We add interfaces to get pmr::vector directly.



e Geometry & EDM

Customized EDM4hep data collection

Define a data collection whose member is
completely the same as the EDM of TRACCC
So we can directly use edm4hep::ACTSCells

as the input of TRACCC.

Verification

Now TRACCC can directly read the simulated hits
from Geant4 which is stored in EDM4hep format
No non-essential data-copy is needed

Running Seeding on device: Quadro RTX 8000
Initializing ...

W
W

able to locate service "EventSelect
ts will be processed from
ion Manager Initialized
cation Manager Started suc
execute TracccRun

EventlLoopMgr
EventlLoopMgr
ApplicationMgr
ApplicationMgr
TracccRun
TracccRun

L input.

In CEPCSW alg

s cells vector: 199547
) edehe| AlTGIell:l(ll ]

In TRACCC alg

ization (sycl) 5 ms
Seeding (sycl) 4 ms
Track params (sycl) 0 ms
wall time 11 ms

INFO event ©

TracccRun

The address of pmr::vector does not changed.

SUCCess

= clusterization

14

channel® ‘'channel®
channell

wat ton

uint32
uint32

- float

- f |_|Z_'|.:]|_ | 1

- uwnt32_t module_link

Modified edm4hep.yaml

TRACCC Seeding Time Cost (50tracks/event, 0.3% noise rate)

track params
0.76%

——3r% |

X

vector -> pmr::vector
conversion 0.10%

= seeding vector -» pmr:vector conversion = conversion between CPU & GPU

Reduce time overhead of vector - pmr::vector conversion

track params



Outline

° Extension of seeding algorithm
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e Extension of seeding algorithm 6-layers seeds finding

ty:tx ty:tx
CEPC VTX detector: * of - T o I
« Two sides of each layer have sensors 7 // \\\ o // /\\\\\\\
« Asingle seed contains 6 space points AN // /C\\\ \

Default TRACCC seed_ing algéI — \ \ / EIAN N /// /
creates 3-space-point seeds \ / \\_ ///
- The seeding alg needs to be extended for _"wl e o T
6-space-points case. Seed Formation
. ® it r @ Hit
Seed Formation Alg: o o= .

After seeding, combine the found
triplets that sharing the same

space-points into a “bigger” seed.

We have implemented Seed
Formation algorithm in TRACCC

L6
L5

L4
L3

L2
L1

L5

L4
L3

L2
L1




bottom middle top 17
e Extension of seeding algorithm

1 3 5

® Hi In GPU lowestd, 1 3 6
— Found triplets

© Pparalleling middle sp 1 3 7

- 3 L6 Exampl_e: _ 5 3 5

5 L5 -1 Paralleling for hit 3 /%
2 3 6
2 3 7

L4
L3

2
1 2 3 3 5 6

L1

, {1, 2} {5, 631{7, 6}
0 z 1.radius() < 2.radius() 5.radius() < 6.radius()

6-layers seeds finding: Seed Formation steps in GPU

For each middle space point in parallel:

1. pick the triplet with lowest impact params (d,) among all triplets where the middle sp is located
2. find the bottom sp & top sp that are closest to the bottom sp & top sp of the current triplet

3. form a new seed of 5 points and sort them according to their radius
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e Extension of seeding algorithm In CPU
‘T @ nr For hit 3 &
© midess
= ) ! 2 3 3 5 6
5 L5
For hit 4 & +

w

4
L4 . . . . .
s
1 2 4 4 5 6

|
1 2 3 4 5 6

{3, 4}
3.radius() < 4.radius()

6-layers seeds finding: Seed Formation step in CPU

Iterate through all new 5-point seeds:
» if two seeds have the same bottom sp & top sp, merge both into hexaplets (6-layer seeds)



Outline

e Performance
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e Performance

Particle: mu-/pi-/e-/K-/proton Energy: 10 GeV

Number of events: 1000 Number of tracks per event: 10
Good seed: half space-points of the seed are from the

same particle.

Pick tracks with polar angle |cos6| < 0.921 to avoid

boundary effects.

The seeding efficiency is above 99.5% without
background for all types of particles
Resolution of dO/phi is as expected

Aphi Distribution for 50000 Tracks AdO Distribution for 50000 Tracks

Mean = 4.618e-65

e
77 Std Dev = 7.888e-94 4. Ba0e 02

Hean =
77 std Dev 1 267e-02

S,

—0.004 —0.003 —0.002 —0.001 0000 0.001 0002 0.003 0004 _0.04 _0.02 0.00 0.02 0.04

Aphi(rad) Ad0(mm)

Difference between rec and sim track param
Track parameters include dO, phi (particle: mu-)

Seeding efficiency with different particles

Efficiency (%)

Efficiency (%)

20

Traccc Seeding Efficiency of particles vs CosTheta (10000 tracks)

—X iliiiiiGRIEI
98.0% 4
96.0% -
94.0%
m e-for 10 tracks / event
p- for 10 tracks [ event
92.0% 7 - for 10 tracks / event
* K for 10 tracks / event
proton for 10 tracks / event
90.0% —— T T T T T T T T
-1.00 -0.75 -0.50 —-0.25 0.00 0.25 0.50 0.75 1.00
CosTheta

Traccc Seeding Efficiency of particles vs pT (10000 tracks)

o f H”HH””TTTTTTHTT”TT'|"I"I'l|l—-
98.0% A t
96.0% -
94.0%
m e-for 10 tracks / event
u- for 10 tracks / event
92.0% 1 n- for 10 tracks / event
# K- for 10 tracks / event
proton for 10 tracks / event
90.0%

5 6 7 8 9 10
pT [GeV/c]



e Performance Seeding efficiency with background 21

Traccc Seeding Efficiency with 0.3% noise vs CosTheta (50000 tracks)

100.0% - 9 PP PPPPPP P PPV P3P PPPPPPPPPPOIPPEPPPOPPILOPPY

Particle: mu-  Energy: 10 GeV
Number of events: 5000
Number of tracks per event: 10

98.0%

iciency (%)

« After adding 0.3% noise, reconstruction efficiencys ./
drops slightly.

96.0% A

* Reason for the decrease in efficiency: If the o Seeding Efficiency for 10 tracks / event
noise and hit are too close, they may be SP% REVEE S P S e
grouped in the same space-point during S e
clustering, which may result in *wrong e SR O ety e
position* or *wrong particle id*. 700% | & _Duplicate rate for 10 tracks / event

* Higher repetition rate after adding noise.

500% A 4.70

* Why no-noise case has =30% repetition rate:
When processing the Seed Formation
algorithm, if there are two triplets from the
same track that do not share points at all, a
duplicate seed is generated.

400% A

300% A

duplicate track / truth track

200%

100% 1 400.450.450.490.470.48 0.47 0.510.490.48 0.50 0.48 0.49 0.500.47 0.48 0.47 0.47 0.45 0. 42
e * & & & & 5 0 & O O O O O O O O O &

0% T T T T T T T
0.0 0.5 1.0 15 2.0 2.5 3.0
Theta (rad)




e Performance

Particle: mu- Energy: 10 GeV
Total track num: 50000
Number of tracks per event: 10/50/100/500/1000

Conclusion:

The Seed Formation algorithm may combine
two triplets with different particle id into a
Seed. And the marked particle id of that is
defined as the mode of the particle id of all
space-points, which causes the absence of
the proper particle id.

Efficiency (%)

100.0% A

98.0% +

96.0%

94.0% +

92.0% 1

90.0%

22

Seeding efficiency versus # of track / event

Traccc Seeding Efficiency of particles vs CosTheta (10000 tracks)
lllllll!lll!lll.llllllllllllllllllll.lll
i *** AR TR IS ¥ k¥ ** T **L

E 3

*

10 tracks / event
50 tracks [/ event
100 tracks / event
500 tracks / event
1000 tracks / event

T T T T T
0.00 0.25 0.50 0.75 1.00

CosTheta

T T T T
-1.00 —0.75 —0.50 -0.25



e Performance

Seeding time cost of one event on CPU & GPU

H
2
,

//

Time cost of one event (us)
g
>

o
2

102 4

—8— GPU (1 CPU thread): NVIDIA Corporation TU102GL [Quadro RTX 8000]
—e— CPU (1 CPU thread): Intel(R) Xeon(R) Silver 4214 CPU @ 2.20GHz

T
10!

. T
102 103

Number of tracks per event

Computing evaluation of TRACCC seeding
Particle: mu-  Energy: 10 GeV
Run TRACCC in heterogeneous device:

CPU: Intel(R) Xeon(R) Silver 4214 CPU @ 2.20GHz
GPU: NVIDIA Corporation TU102GL [Quadro RTX 8000]

We tested the computing efficiency on CPU&GPU with only single CPU thread
Even in this circumstances, we can beat a single CPU with a single “workstation” GPU at 100 tracks’ event.
With multiple CPU cores in use, GPU can only “win” at large pipe-up case.

23
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e Summary

24



G summary TAKE-AWAY MESSAGE

1. TRACCC has been applied to the CEPCSW for the first time.
If you want to apply TRACCC on your experiments:
» The geometry conversion can be easily done by ACTS Tools.
« The EDM conversion needs careful manually search for one-to-one correspondence
« The TRACCC'’s algorithm can be extended for the special detector

2. For the performance of TRACCC
» The physical performance of the seeding algorithm is promising
» GPU shows better computing performance than the CPU for large pile-up events

Previous Reports:

ACTS Developers Meeting:

https://indico.cern.ch/event/1388561/

https://indico.cern.ch/event/1406633/ (Apply ACTS in the inner tracker of CEPC)
Acts Parallelization Meeting (TRACCCO).

https://indico.cern.ch/event/1356203/

25
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a Integration of TRACCC with CEPCSW

« Physical performance improvements brought by the algorithm

. ESETE
. AR ERSENIN ST
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Introduction

1. The performance of CPUs is still growing exponentially, although a bit slower than a few years ago.
2. GPUs are growing at the same rate, with the offset remaining almost unchanged.
3. Leveraging modern hardware and parallelization remains our main direction for algorithm development

* TRACCC is one of the ACTS R&D projects, which is developing full track reconstruction algorlthms that can run on
accelerators. : : ; ;

AMD GPU
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e Geometry & EDM

Data model conversion between EDM4hep &

« CEPCSW cellid needs to be converted into the TR; .-

retrieve the correct module. § |
CEPCSW cellid: T e N R T
Layer: {0,1,2,3,4,5} # Indicate 6 layers from inside to outs - '\ s—r S
Module: { LO: 0-9, L1: 0-9, L2: 0-10, L3: 0-10, L4: 0-16, L5: .+ = o 7
# Indicate ladders in the ¢ direction of- .' e e ). |

Sensor: 0
Barrelside: 1 for z > 0 else -1
# one ladders has 2 sensors separated by z

TRACCC

DCollection. position.y:VXDCollection.position.x

Generated hits of CEPC VXD by Geant4

TRACCC gid: S
Volume: {3}

Boundary: 0 2

Layer: {2, 4, 6} # adjacent layers are treated as the same |ayers y,_ A
Approach: 0 [ et
Sensitive: {L2: 1-40, L4: 1-44, L6:1-68} ) i TRACCE

~f

The sensitive counts from z>0 to z<0, then counts in ¢ direc
(the order is same to CEPC), and then counts from mn;eor%
outer layers.

ctio
AdeSt the local coordinates

30

r[mm]

z[mm]

Gid of fatras of ACTS

Cells local position:
Geant4 take the center point as
the origin, while TRACCC use
lower left corner as the origin.
So the cells’ local coordinates
need to be modified.

ﬁe difference between EDM4hep & TRACCC
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a Integration of TRACCC with CEPCSW

Implementation of Seeding Algorithm with TRACCC for VerTex

GaudiAlgorithm: initialize() F _ Detector (VTX) of the CEPC experiment
trac;:afcfcd:O|tizctjzr?t::\;nf| - + A Gaudi algorithm has been developed for Seeding Algorithm, incorporating TRACCC
i —cone M"g"ﬂzaﬁoncmﬂgf”e | clusterization, spacepoint formation, seed finding, and track params estimation algorithms.
* to MR & Algorithms
#T" GaudiAlgorithm::execute() * Geometry required for Seeding Algorithm are prepared using various ACTS tools
Tracecowrapper Dt » The CEPC geometry file, originally in DD4hep format, is first converted to TGeo
— & module link format. It is then translated into Acts::Surface objects using Acts::TGeoLayerBuilder,
Spacc':;t;;'tzigfn’li‘ion Cells || modules and is exported to a detector file by Acts::CsvTrackingGeometryWriter.
T » Adigitization config file is written to provide the segmentation information of each
Space Points EDM4hep:: surface.
¥ TrackerHit
Seeding Algorithm Gaudi Algorithm workflow
Setds G4 « Initialize(): Build the silicon detector description by detector file and digitization
7 oata model config file, and initialize the memory resource and TRACCC’s algorithms.
- - |:| Algorithm
Track Param: Fetimation [[Je=mse o Execute(): Read hits and run seeding algorithm for each events
Track Parameters EDMA4hep: Track * An wrapper of TRACCC SYCL algorithms is developed since CEPCSW
e & TRACCC using different compilers (Clang & GCC).
GaudiAlgorithm::finalize() * In CEPCSW, hits are generated by Geant4 and stored in EDM4hep format.
TRACCC version 0.7.0 Therefore, data model conversion between EDM4hep & TRACCC is

Gaudi Algorithm using TRACCC reconstruction required before and after the seeding.
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a Integration of TRACCC with CEPCSW
————— Implementation of Seeding Algorithm with TRACCC for VerTex
GaudiAlgorithm::initialize() )
tracccailicon. detector Detector (V'I_'X) of the CEPC experiment |
_description — » A Gaudi algorithm has been developed for Seeding Algorithm, incorporating TRACCC
: Digitization config file clusterization, spacepoint formation, seed finding, and track params estimation algorithms.
* to MR & Algorithms —
’rGaudiAlgorithm::execute() « Geometry required for Seeding Algorithm are prepared using various ACTS tools
Traccc::wrapper Local 20 position » The CEPC geometry file, originally in DD4hep format, is first converted to TGeo
Clusterization & S modueling format. It is then translated into Acts::Surface objects using Acts::TGeoLayerBuilder,
Spacepoint Formation Cells and is exported to a detector file by Acts::CsvTrackingGeometryWriter.
3 » Adigitization config file is written to provide the segmentation information of each
Space Points EDM4hep:: surface.
¥ TrackerHit
Seeding Algorithm Seed|ng workflow
v —~ 4  Data model conversion between EDM4hep & TRACCC is required before and
Seeds ~J _ after Seeding Algorithm (page 9)
v _ » CEPCSW cellid needs to be converted into the Acts gid to retrieve the
Track Params Estimation I correct module.
+ I:l Geometryfile
Track Parameters EDM4hep::Track - * using one common memory for both EDM4hep and VecMem to avoid the
& overhead from data copy (page 10)
allS
GaudiAlgorithm::finalize() ~—
TRACCC version 0.16.0

Using one common memory for both EDM4hep and VecMem to avoid the
Gaudi Algorithm using TRACCC reconstruction overhead from data copy (page 10)
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