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Graph neural networks represent a potential solution for the computing challenge posed by the reconstruction
of tracks at the High Luminosity LHC [1, 2, 3]. The graph concept is convenient to organize the data and to
split up the tracking task itself into the subtasks of identifying the correct hypothetical connections (edges)
between the hits, subtasks that are easy to parallelize and process efficiently, for example using GPUs.

We will describe an algorithm that benefits from the graph advantages, but instead of using neural networks,
it consists of direct geometric comparisons of neighboring edge pairs, testing the hypothesis of both edges
corresponding to the same particle, to build up hit triplets and track candidates. The compatibility of edge
pairs is tested based on two observables: the η direction, and an estimator of the transverse momentum of
the particle hypothetically associated with each edge. Before this step, the tracking algorithm includes graph
construction with a modified version of the Module Mapmethod described at [2]. In this Module Map version,
the hits are organized in a two dimension map of the modules in the longitudinal detector plane (r, z), and
next the edges are built based on a list of possible connections, in combination with a∆ϕ cut. At each module,
the hits are ordered based on their ϕ position, which serves to significantly reduce the combinatorics when
applying that ∆ϕ cut.

We will present the track reconstruction performance of this algorithm, estimated using the Open Data De-
tector [4], as well as its computing efficiency. For this tracking chain executed in a single CPU core, the time
required to process an HL-LHC tt̄ event with 200 pp interaction pileup per bunch crossing is of the order of
a second, which makes it a rather energy efficient tracking algorithm. This is the processing time from the
collection of reconstructed hits to the track candidates, targeting primary particles with transverse momen-
tum above 1 GeV. The algorithm is highly parallelizable; executed on a GPU, the processing time is expected
to decrease at least by one order of magnitude.
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