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The LUX-ZEPLIN (LZ) Experiment
● LZ is designed for direct detection of WIMP dark matter 

interactions with xenon atoms
● Located about a mile underground at SURF, South Dakota

● The heart of LZ detector is a  
7-tonne liquid xenon TPC 

● Detector commissioning 
finished late 2021

● 1st science results - July 2022
● WS 2024 - World-leading 

WIMP sensitivity 
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The LZ TPC

Dual Phase TPC Detector
● Primary scintillation (light) → S1
● Secondary scintillation (from charge) → S2
● Radial position from top PMT array S2 pattern
● Z position determined from the drift time
● S2/S1 ratio enables background discrimination



Rare-Event Search – Needle in a Haystack!

● About a billion WIMPs go through LZ per second
○ Hoping to detect a few WIMPs per year
○ We need to collect a lot of data! But that comes with a price
○ Need to keep the background rates as low as possible!

● Expect about 1B background interaction per year
○ About 50 counts per second 
○ 1PB Data per year 4

WS 2022 results - Phys. Rev. Lett. 131, 041002

LZ Preliminary

No data quality cuts, entire TPC active region

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.131.041002
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Need for Prompt and Real Time Computing

220Rn Calibration Injections

● Need minimal downtime and fast turnaround time 
○ Impact on commissioning of the detector, operations, calibration, 

detector health, and data quality monitoring
○ Leveling of the TPC during commissioning 
○ Prompt processing of calibration data for analysis

LZ Preliminary



LZ Offline Computing

UK Data Center (UKDC):
● Data Reprocessing 
● Sims Production
● Distributed CPUs!

US Data Center (USDC):
● Prompt Processing
● Monitoring tools
● Long-term Archiving
● Supercomputers!

Temporary Storage:
● Limited computing
● FIrst look at data

● Need robust computing infrastructure 
○ Rapid turnaround time – Automatic 

movement and processing (@NERSC) 
of detector data

○ Large scale simulations
○ Data quality and Monitoring tools

● Fully Redundant design
○ 2 live copies of data at US and UK data 

centers, 1 archived at US
○ Data rate is 3PB per year including raw, 

reconstructed and calibration data
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LZ Data Flow
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● Fully Redundant design
○ 2 live copies of data at US and UK data 

centers, 1 archived at US
○ Both data centers are able to perform data 

simulation and (re)processing, on demand
● NERSC and GridPP have diverging CPU 

architectures – all LZ software and analysis tools 
can run on either architecture

○ System choice is based on user preference
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Data Movement at NERSC

● Automated data movement and bias mitigation 
service at NERSC

○ Java based custom application (SPADE) 
manages data movement and 
bookkeeping

○ SPADE has RESTful API interface
○ Salting service is our automated bias 

mitigation tool
○ Raw science data can be automatically 

salted before final placement and 
processing

○ Other types of data bypass salting service
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Data Production at NERSC

● Automated data processing upon raw data arrival at NERSC
○ The workflow is managed using a state machine (psquared 

- custom software) with RabbitMQ message queue
■ Psquare has a REStful API interface

○ Dedicated nodes on Perlmutter at NERSC for realtime job 
submission

■ Consumers managed by SLURM & RMQ
○ See J.Siniscalco’s poster this afternoon for sims prod at NERSC
○ Cataloging of the raw and reconstructed data (mongoDB)

● Web interfaces for monitoring of data movement and 
processing 

● This is accomplished by extensive use of SPIN platform at 
NERSC
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psquared



Container-Base Science Gateway

● LZ  heavily relies on SPIN at NERSC (container-based services)
○ A container-based platform for deploying science gateways, 

workflow managers, databases, API endpoints, and web services
○ Based on Kubernetes, managed with the Rancher system
○ Services in Spin build with Docker containers
○ Data movement, processing, catalog, display, monitoring tools, 

databases
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Monitoring of Data Movement and Processing
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Data Visualization and Event Display 

12

Very powerful and popular tool! Analyzers can type a run and event 
number for any collected data and access via web interface.



World-Leading WIMP Sensitivity

● 1220 events in WS2024 final data set
● 220 live days x 5.5 t = 3.3 tonne-yr
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● Frequentist, 2-sided profile likelihood ratio
● Combined min cross section 2.2 x 10-48 cm2 at 

43 GeV/c2

Latest science results - August 2024

https://indico.uchicago.edu/event/427/contributions/1325/attachments/359/548/lz_results_tevpa.pdf
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