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Julia at CHEP2024 and CHEP2023
The Emerging Trend

• Julia in HEP by Graeme A Stewart, 21 Oct 2024, Plenary session


• R&D towards heterogenous frameworks for Future Experiments  
by Mateusz Jakub Fila, 21 Oct 2024, Parallel (Track 3)


• ROOT RNTuple implementation in Julia programming language  
by Jerry Ling, 21 Oct 2024, Parallel (Track 5)


• Comparative efficiency of HEP codes across languages and architectures  
by Samuel Cadellin Skipsey, 21 Oct 2024, Parallel (Track 6)


• EDM4hep.jl: Analysing EDM4hep files with Julia by Pere Mato,  
21 Oct 2024, Poster session


• Fast Jet Reconstruction in Julia by Graeme A Stewart, 23 Oct 2024,  
Parallel (Track 3)


• Navigating Phase Space for Event Generation – interfacing Sherpa with BAT.jl 
by Salvatore La Cagnina, 23 Oct 2024, Parallel (Track 5)


• BAT.jl, the Bayesian Analysis Toolkit in Julia by Oliver Schulz,  
23 Oct 2024, Parallel (Track 5)


• Navigating the Multilingual Landscape of Scientific Computing: Python, Julia, 
and Awkward Array, by Ianna Osborne, 24 Oct 2024, Parallel (Track 9)
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https://indi.to/38WWp
https://indico.cern.ch/event/1338689/sessions/536082/
https://indi.to/brpzh
https://indico.cern.ch/event/1338689/sessions/553986/
https://indi.to/FQrXK
https://indico.cern.ch/event/1338689/sessions/553988/
https://indi.to/nRkkp
https://indico.cern.ch/event/1338689/sessions/553989/
https://indi.to/jVWVb
https://indico.cern.ch/event/1338689/sessions/553702/
https://indi.to/qKmjh
https://indico.cern.ch/event/1338689/sessions/553986/
https://indi.to/cCkSb
https://indico.cern.ch/event/1338689/sessions/553988/
https://indi.to/ZQfdM
https://indico.cern.ch/event/1338689/sessions/553988/
https://indi.to/fyDSd
https://indi.to/fyDSd
https://indico.cern.ch/event/1338689/sessions/553992/


Ianna Osborne, CHEP 2024, Krakow, Poland

Embedding Julia in Python
How easy is it to blend these languages?

• We can use PythonCall for integrating Python’s vast ecosystem into Julia 
projects and JuliaCall for embedding high-performance Julia code into 
Python scripts.

3

More about configuration and run-
time environment see “Power of 
Python and Julia for Advanced Data 
Analysis” talk at JuliaHEP2024 
workshop

https://julialang.org/
https://jupyter.org/
https://indi.to/pWyfM
https://indi.to/pWyfM
https://indi.to/pWyfM
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Using Julia Packages from Python
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https://github.com/JuliaHEP/UnROOT.jl
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ROOT File as Julia Object in Python
Using UnROOT

• This dataset contains about 
60 mio. data events from the 
CMS detector taken in 2012 
during Run B and C. The 
original AOD dataset is 
converted to the NanoAOD 
format and reduced to the 
muon collections.


• Wunsch, Stefan; (2019). 
DoubleMuParked dataset 
from 2012 in NanoAOD 
format reduced on muons. 
CERN Open Data Portal. 
DOI:10.7483/
OPENDATA.CMS.LVG5.QT81 
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https://opendata.cern.ch/record/12341
http://doi.org/10.7483/OPENDATA.CMS.LVG5.QT81
http://doi.org/10.7483/OPENDATA.CMS.LVG5.QT81
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Julia ROOT Tree in Python
Faster way to read ROOT files

• With viewing the data as AwkwardArray we can use either Julia or Python 
analysis code or even combine both languages.
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AwkwardArray.jl as Data Bridge
Between Julia and Python

• Using AwkwardArray in Julia 
to calculate Higgs mass:
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https://juliahep.github.io/AwkwardArray.jl/dev/
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Including Julia Code in Python
Notes on code organization • Provide the correct path when using the 

include function.


• If your project grows larger, consider 
structuring your code into more modules 
and files for better organization:


• It is generally a good practice to 
organize your code into modules. This 
helps with namespace management 
and reduces the likelihood of name 
collisions.


• Use export to expose functions from a 
module. This makes it easy to access 
the desired functionality after 
including a module.
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Calling Julia from Python Efficiency
with a very small overhead

• Getting the best performance from Julia 
requires us to focus on type-stability and 
good practices for reducing unnecessary 
recompilation.
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AwkwardArray.jl Overhead 
Compared with Using Typed Arrays
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• Started with using AwkwardArray 
and compared it to a Julia native 
typed array: Vector


• Takeaway: no significant overhead 
seen after small changes to Julia 
main_looper code.
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Small Code Changes
in Destructure and Skip 

11



Ianna Osborne, CHEP 2024, Krakow, Poland

Ensuring Type Stability
ChatGPT help

• Avoid unnecessary 
recompilation!
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Multithreading Support
Experimental in JuliaCall

• Execution time reduced by 88%, speeding up from 
0.5 seconds to 0.06 seconds—a 8.33x performance 
improvement.


• Memory usage optimized, cutting allocations from 
398k to 24k, making the process much more 
efficient.


• Overall, the code is much faster and leaner, 
showing significant gains in both speed and memory 
management.
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% export JULIA_NUM_THREADS=4

% export PYTHON_JULIACALL_HANDLE_SIGNALS=yes
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Can we do better?
Multi-processing and Distributed Computing
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Performance Scaling
Increasing # Events
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61,540,413
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Performance Scaling
Increasing # Events
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99.93% compilation time

61,540,413
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Instruments
Activity Monitor

• macOS Big Sur version 11.6


• Processor 2.6 GHz 6-Core Intel Core i7


• Memory 32 GB 2667 MHz DDR4
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Performance Comparison
Increasing # Events
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Summary
Optimizing Performance with Julia

• While we may not see a significant speedup from replacing NumPy, Awkward, 
or Numba with Julia in vectorized operations, identifying tasks that don't fit 
well with these libraries can unlock Julia's true potential. 


• Developing custom kernels for specific problems may lead to innovative 
solutions, even if it’s not immediately obvious. 


• Despite challenges in multilingual runtime environments and experimental 
thread support, the ongoing evolution of Julia offers exciting opportunities for 
performance enhancement.
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