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In the data analysis pipeline for LHC experiments, a key aspect is the step in which small groups of researchers
—typically graduate students and postdocs—reduce the smallest, common-denominator data format down to
a small set of specific histograms suitable for statistical interpretation. Here, we will refer to this step as
“analysis”with the recognition that in other contexts, “analysis”might include other pieces, such as the actual
computation required to extract statistical interoperation from the histograms. Analysis is a very important
part of the pipeline as it is the step where individual researchers exercise their creativity in trying new ideas
in the pursuit of discovery. Therefore, a critical metric for the analysis step is turnaround time because it
determines how rapidly researchers can explore their space of ideas. We demonstrate our experience reshap-
ing late-stage analysis applications on thousands of nodes with the goal of minimizing turnaround time. It is
not enough merely to increase scale: it is necessary to make changes throughout the stack, including storage
systems, data management, task scheduling, and application design. We demonstrate these changes when ap-
plied to CMS analysis applications built using the Coffea framework, leveraging Dask and TaskVine to scale
out to distributed resources. We evaluate the performance of the applications on opportunistic campus clus-
ters, showing effective scaling up to 7200 cores, thus producing significant improvement in turnaround time.
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