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Large Language Models (LLMs) are undergoing a period of rapid updates and changes, with state-of-art model
frequently being replaced. WEhen applying LLMs to a specific scientific field it is challenging to acquire
unique domain knowledge while keeping th emodel ifself advanced. To address this challenge, a sophisti-
cated large language model system named Xiwu has been developed, allowing switching the most advanced
foundation models flexibly and quickly. In this talk, we will discuss one of the best practices of applying
LLMs in HEP including some seed fission tools which can collect and clean the HEP dataset quickly, a just-
in-time learning system based on vector store technology, and an on-the-fly fine-tuning system. The results
show that Xiwu can smoothly switch different models such as LLaMa, Vicuna, chatGLM and Grok-1, and the
trained Xiwu model is significantly outperformed the benchmark model on the HEP knowledge in question-
and-answering and code generation.
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