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1. Introduction

The data processing and analyzing is one of the main challenges at High Energy Physics (HEP) experiments, normally one physics result can take more
than 3 years to be conducted. To accelerate the physics analysis and drive new physics discovery, the rapidly developing Large Language Model (LLM)
is the most promising approach, it have demonstrated astonishing capabilities in recognition and generation of text while most parts of physics analysis
can be benefited. A construction with dedicated intelligent agents, an Al assistant for HEP based on LLM, is proposed to boost data analysis study.

2. Xiwu model and Datasets 4. Application on HEP
Xiwu model is a sophisticated LLM system that facilitates seamless switching between advanced Now, the Dr.Sai is capable of handling simple
foundation models while rapidly imparting domain knowledge to the model [1]. tasks and decomposing complex tasks into sub-

Datasets are sourced from 8 HEP related domains: tasks. For example:

e 8K high-quality Q&A pairs created by proposed Seed Fission technology. 1. Code generation and execution: Gen-
o 10K Q&A pairs derived from Chatbot history within LLM service in HepAl platform |2]. erated code can be automatlcally sent to
e 750M tokens and 8K Q&A pairs cleaned from the abstracts and full texts of research papers [3]. remote worker for execution, based on the

distributed deployed framework. It sup-

ports languages such as Python, CERN
ROOQOT, and Shell, among others.
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Switch Foundation Model

1. Generate a CERN ROOT code to draw a Gaussian function
2. Use Tester to execute it.

q:,\ To draw a Gaussian function using CERN ROOT, you can create a script that defines and
plots the Gaussian function. Below is the complete code for this task:

ROOT ©

/7 filename: gauss.C
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I The generated files are:
________________________ NiEree e 2 e el Aemresten <pic: [root/.Dr.Sai/files/liaoyp@ihep.ac.cn/gaussian_function.png >
<pdf: None >

S

// Define the CGaussian function
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I HEP Text Datasets gaus—>SetParameters(1, 0, 1): // tmplit _*; f \".
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/{ Save the canvas as a PNG file D e T Ly |

c—>Saveds (“gaussian function.png”) ;
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Please save this code in a file named gauss.C . Once saved, you can execute it using
ROOT. The output will be saved in a file named gaussian_function.png . @

3. Dr.Sai multi-agent collaborative system

2. HEP paper searching: LLMs extract
keywords and construct query URLs for
searching. It currently supports ArXiv

and INSPIRE.

An Al agent is a system or software capable of making autonomous decisions or performing actions
on behalf of its users. The Dr.Sai multi-agent collaborative system|4]| is developed based on
the AutoGen framework [5| and comprises a variety of functional agents. The trained Xiwu model
serves as a crucial component of the agents in the Dr.Sai. A typical workflow involves several steps:

Give me 2 papers about 3872 state studied on BESIII

1. Host manages tasks, broadcast information and select other agents.

l"\ Result 1:
. Title: Search for X (3872) — 7'7n'y0 —m Search for X (872) — " Xer
2. Planner decomposes a user-requested task simpler subtasks. First Author; ALAKIT, Mocins
Published date: 2024-08-06 R. A. Briere’, A. Brueggemann®, H. Cai™, X. Cai'™¥, A. Calcaterra®™”, G. F. Cao™%, N. Cao™®, §. A. Cetin®**,
Abstract: Using 10.1 fb~! of eTe™ collision data collected by the BESIII detector with
3 . CO der geﬂerat eS CO deS ’ t heﬂ T@St er eXGCU.t eS CO deS . center-of-mass energies between 4.15 GeV and 4.30 GeV, we search for the decays
X (3872) — m"m"xq1.2, where the X (3872) is produced in e"e~ — 7X (3872). No
° ° ° evidence above 3o is found for either decay. Upper limits at the 90% C.L....
4. A general LLM agent summarizes the results. Human joins GroupChat through HumanProxy.
g Result 2: / Search for the ete™ — ¢x.1(3872) process at BESIIT
Title: Search for the e+e-—¢xc1(3872) process at BESIII  Jabiikim!, M. N. Achasov*, P. Adlarson™, 0. Afedulidis?, X. C. A%, R. Aliberti®®, A. Amoraso
irst Author: Abikir, M. e L B B
The Retrieval ted tion (RAG) is al d h he HEP-related
e e rleva - augmen e ge nera ].OI]. ( ) ].S a SO use tO en ance t e _re ate accura’cy Abstract: Based on 368.5 pb~! of e+e- collision data collected at center-of-mass energies
o o1 o o o 4.914 and 4.946 GeV by the BESIII detector, the e+e-—¢xc1(3872) process is searched for
and reliability of LLM. The Dr.Sai developed a vector store based on Llamalndex [6], for storing e st me. No sgnfcant signa i obsrved and theupper s at he 90%.

exampled HEP codes and documents. The RAG could be helpful to user’s searching request.
3. Navigation: Internal websites and docu-

Humal‘l e |ntent comprehension meﬂtS SearChng by the RAG.
Proxy + Task extraction

T—— -
+ Breaking complex tasks

into simple steps \

« Write codes « Execute code block
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Human -

4. Text polishing and Image Parsing: A
fine-tuned LLM has been implemented.

6. Acknowledge and References

We would like to thank the organizers of
CHEP2024 for the opportunity to present our
poster, and to the members of the Dr.Sai work-
ing group for their contributions.

1] Zhengde Zhang et al. Xiwu: A Basis Flexible
and Learnable LLM for High Energy Physics.
ArXiv: 2404.08001.

O Dﬁ tasks ‘>

Roles/Agents in the GroupChat
[LLM + system prompt (personality) = role]

5. Conclusions and Outlook

To accelerate the analysis in HEP, the development of an Al assistant based on LLMs can be both

exciting and beneficial. The following related works have been explored: HepAl platform: ai.ihep.ac.cn

3| Jianwen Luo et al. Hainougat: An Aca-
e A high-level LLM, the Xiwu model, is trained and fine-tuned for handling HEP tasks. demic Document Parser that Preserves Formu-

e A multi-agent collaborative system, Dr.Sai, is proposed and developed. las and Tables tor High-Energy Physics. SSRN:
e The RAG method is employed to enhance HEP-related capabilities. dx.doi.org/10.2139/ssrn.4982330

Dr.Sai: drsai.ihep.ac.cn
The development of a knowledge graph-based RAG, the next iteration of Xiwu with more parameters,

and test sets specifically designed for HEP-LLMs are currently underway. Efforts are also being made -
to process collision data directly using a Large Science Model. 6| Llamalndex: www.llamaindex.ai

AutoGen: github.com/microsoft/autogen




