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The ALICE O? Use Case
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The ALICE O? Timeline

ALICE & IT

First ALICE 02

Erasure Coding
tests on DAQ

WP15 Meeting WP15 Meeting instance

Q4 2017 iy 2018 1 Q4 2019 iy Q1 2020

IT Hardware

10 GE

02
WP15 Meetin

Decision to ALICEAT

host O2in IT  Joint Validation Test Plan Joint Validation Tests

ALICEAT

August 2023
EOSALICEOQ2

125 Machine setup
150% of disks setup

Onling/Offline Session EOS tests+future EOS for ALICE
4th EOS workshop WP15 Meeting =~ 5th EOS workshop

Q272020

EQSALICEO2
10'Machine, setup
test setup

i Q32020 I Q1 2021

- Q12021 iy

EOSALICEO2
26 Machine seitip
20% of disks setup

100 GE

Q2 2021 1 June 2021

LHCAT
Joint Data Challenge

Q3 2021

EOSALICEQ2
74 Machine setup

90% of disks setup

October 2022
EOSALICEQ2

75 Machine setup
100% of disks setup



The ALICE O? complete Use Case
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EOS as Storage System for ALICE 0?2

Capacity Evolution i)
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EOS as Storage System for ALICE O? ©)

SE tests history

100% Availability Run-3 2024 ‘::

SE tests history =

Series Last value Min Avg Max % 4

1. Il CERN - EOSALICEO2 100 100 100 100 : :

Total 100 100 "

Availability during run June to October 2024 - measured by ALICE :
- 3

Availability during run June to October - measured by ALICE
Capacity Usage during run June to October - operating between 75% and 98% full

Logical Space - (Default, Erasure)

200 PB current v
Total Capacity 151PB
Capacity (erasure) 151 PB
150 PB =
. = == Total Nominal 150 PB
- - e e = \ — Total Used 118 PB
== Usedbytes (erasure) 118 PB
100 PB
50 PB
0B

24/07 01/08 08/08 16/08 24/08 01/09 08/09 16/09 23/09 01/10




CERN

EOS as Storage System for ALICE O? - Value & Failure Rates W)

Virtual value created if O? would be market price cloud storage 97 M$

Cost-Matrix|TBxYears|Avg-Drive-Hours|Tot-Drive-Hours|Cloud$-Replica|Cloud$-Erasure

eosaliceo2 466.41 K 23.59 K 281.63 M 58.30 M$ 97.17 M$

Azure Calculator Google Calculator AWS Calculator :
. ) ) ) . . Model: 20$ / TB*Month
64 disks removed in population of 12k in 10 month = Failure rate 0.64% . (with 3 year subscription Azure is cheaper!
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https://azure.microsoft.com/en-us/pricing/details/storage/blobs/
https://cloud.google.com/products/calculator
https://aws.amazon.com/s3/pricing/

EOS as Storage System for ALICE O? - Run-3 Validation Tests W),

e 0?2 behaviour in synthetic benchmarks differs from production usage

with data coming from EPN
o Subtle stream behaviour - fixed timing

e Dedicated load tests with dataflow from EPNs end of 2023

o Scope of the testing
m target rate of 170 GB/s injection
m operate instance at high occupancy > 90% capacity usage

m operate instance with 50% of drives but same number of storage nodes
e toinvestigate feasibility of a possible capacity reduction

e Synthetic Testing ingesting data from 100GE clients inside IT

o Scope of the testing
m  Measure maximum stable write performance at high occupancy > 90% capacity usage




ALICE O? running 93% full with 10% of HDDs at 100%  December 2023 &)

; 2
EOS Total 10 Full chain test from EPNs to O
200 GB/s Degradation -20% Q @
150 GB/s
100 GB/s
Rebalancing 170 GB/s stable for 1h
50 GB/s
0B/s
14:30 15:00 15: "
max -
== bytes_written 175 GB/s ; e b s e
£ « this is done by the inter-group balancer service, which tries
-— bytes_l'ead 186 GB/S - to shuffle data to fill groups more equal

e Running with a very full instance bears the risk, that part of the disk population is full at close to 100%,
write bandwidth decays due to unusable scheduling groups
e Rebalancing full instances stabilizes performance because even at 99% all HDDs can still write data




ALICE 02 Reducing capacity from 12.000 to 6.000 HDDs ©)

e \We evaluated the possible case to still run at 170 GB/s writing while we

shrink the O? instance to half capacity (to reduce cost for ALICE)
o still to have only half the space is a problem on a different level

m essentially the network connectvity = bandwidth is as before

/ The reduction has no impact if the number of storage nodes is not reduced
Q e No HDD bottleneck with 6.000 HDs at 170 GB/s (~30 MB/s per disk [+20% for EC] )

~ The reduction has also no negative impact if half of the nodes are removed if the

remaining disks are well balanced
m The network connectivity is now only 50%, same for HDDs performance, but the required
170GB/s are less than 50% of the maximum performance of 380 GB/s with all nodes




ALICE O? Unexpected Performance Degradation c)

S
EOS Total 10 e  158x 100GE client nodes pushing as fast
- . 2
400 GB/s as possible data into O
300 GB/s
200 GB/s
100 GB/s
0B/s
22:00 22:05 22:10 22:15 22:20 22:25 22:30 22:35 22:40 22:45
i
EOS Total 10 . .
. 158x 100GE client nodes pushing
250 GB/s with exactly 200 GB/s into O?
200 GB/s , , - - -
150 GB/s
100 GB/s /
50 GB/s :
0B/s
21:05 21:10 21:15 21:20 21:25 21:30 21:35 21:40 21:45 21:50 21:55 22:00

e After tests with EPNs from ALICE we went back to synthetic testing

o running with identical file sizes and client nodes we measured that the write bandwidth fell 25% short of the
expectation and degraded over time (upper plot)

e \When we artificially limited the clients to push not more than 200 GB/s
o it worked perfectly (lower plot)




ALICE O? Unexpected Performance Degradation c)

e An investigation revealed that one of 125 server nodes was experiencing

high packet loss under load and causing dropped packets in the cluster!
o faulty interface got replaced

o We added packet loss monitoring natively into EOS jiidigitaluitdsn

stat.net.tx_errors

e Final result of synthetic tests: 385 GB/s writing into O?

EOS Total 10
400 GB/s
300 GB/s
200 GB/s
100 GB/s

0B/s

10:44 10:46 10:48 10:50 10:52 10:54 10:56 10:58 11:00 11:02 11:04

max avg

389GB/s 385GB/s

= bytes_written

== bytes_read 349kB/s 8.72kB/s




ALICE 02 &)

e ALICE O%is

the largest single storage system at CERN - 150 PB

the most stable physics storage system at CERN - 100% availability June to October
the only 100% erasure coding physics storage with the smallest overhead +20%

the most performant storage system at CERN 380 GB/s wr/rd + 700 GB/s rd/direct
the most cost-effective storage system at CERN - still performant when 98% full

really great!

O O O O0OO0OO0

e Lessons learned
o inalarge distributed storage system a single hardware issue can lead to significant and
unpredictable performance loss - you always learn something in production!

e Future Outlook

o 0O?isa prototype for Run-4 storage systems online & offline environments

m the performance capacity ratio has to be followed with care with ever growing HDD capacities

e  Possible mitigations
o 400G or bonded 200GE
o Less disks per front-end [96 => 60 HDDs] at the cost of having more front-end nodes
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A special thanks to the ALICE team for
the successful collaboration!
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