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Although caching-based efforts [1] have been in place in the LHC infrastructure in the US, we show that
integrating intelligent prefetching and targeted dataset placement into the underlying caching strategy can
improve job efficiency further. Newer experiments and experiment upgrades such as HL-LHC and DUNE
are expected to produce 10x the amount of data than currently being produced. This means that the avail-
able network, storage and compute resources must be utilized efficiently. Additionally, newer generations
of DAQs are moving towards streaming readout systems, navigating away from the traditional triggered sys-
tems. These newer DAQ systems offer continuous/real-time data calibration, reconstruction and storage by
offloading to remote sites results [2, 3]. These observations imply that the available network, storage and
compute resources must be used efficiently.
The benefits in CPU efficiency and job turnaround times from colocating the datasets near computation are
well-known, especially using dedicated or opportunistic cache storages using XCache or dCache systems [4].
Our prior work using the data transfer logs collected from the OSG dashboard revealed two major observa-
tions. First, there is a correlation between transfer time and the choice of storage site. The choice of source
site, in case of storage redundancy, was found to be more important in transfer time than the actual file size
(the dataset consists of many files). Second, there is not only a popularity skew in the remote files accessed
by the jobs, but also files that are part of the same dataset are read more than others in that dataset.
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File size vs. Transfer Time for data chunks with markers colored
by the Data Source. The data in the figures are collected over 24-hour
period in 2019. There are two clearly demarcated groups of transfer
time values. Mid-Top left in figures show Group 1, a group of transfer
with low transfer times. For this group, the files are served by a
single data source (identified by dark yellow color). The second
group, Group 2 (see the bottom group of data points) consists of
smaller file sizes, and they show a wide distribution of transfer
times.
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File size vs. Time of the Day plot of a single day from March
of 2020 on the OSG. Left-side plot spans a single day in the March of
2020 and the right-side is a 2.5-hour snapshot of the same day. Each
star represents a single file transfer. The color of the star
represents a unique source from where the file was transferred from.



Using our analysis of the experiment and data pipelines, and the data access patterns
in the US HEP environment, we present intelligent Machine Learning (ML)-based
approaches to reduce the latency and improve job efficiency. We incorporate our
prefetching and data placement techniques into a simulator by extending theWRENCH
[5] simulator to reflect the experiment and data workflows typical in the US HEP in-
frastructure. The simulator is designed to reflect the US HEP environment (data, stor-
age and computation workflows, and infrastructure). Simulators have long had an
established history in planning and development of HEP infrastructure like WLCG
(MONARC simulator) [6]. Simulations make it feasible to compare different network,
storage and compute settings without building real testbeds for each setting. We
present the proof-of-concept of our simulator with tight agreements to the real-world
behavior of the experiments in US, specifically those belonging to LHC (CMS etc.) and
DUNE.
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